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ExperimentsIntroduction
Ø Federated learning enables the privacy-preserving training of 

neural network models using real-world data across distributed 
clients. FedAvg has become the preferred optimizer for 
federated learning because of its simplicity and effectiveness. 
FedAvg uses naïve aggregation to update the server model, 
interpolating client models based on the number of instances 
used in their training. However, naïve aggregation suffers from 
client drift when the data is heterogenous (non-IID), leading to 
unstable and slow convergence.  

Ø (Upper) Table shows test 
accuracies for various 
datasets. elastic aggregation 
achieves superior 
performances on different 
datasets and settings.

Ø (Left) Figure illustrates that
elastic aggregation achieves 
significant improvements 
across different partitioning 
distributions, participation 
rates and numbers of local 
epochs.

Elastic Aggregation
Ø The local updates of client 𝐴 and client 𝐵 drive the server model 𝜃

towards their individual minima (black dots in plot). 
Ø Naïve aggregation simply averages the received model from clients 

𝐴 and 𝐵, yielding 𝜃! as the new server model. 
Ø Although 𝜃! minimizes the local empirical loss of clients 𝐴 and 𝐵, 𝜃!

drifts from ideal distribution for the server model.
Ø Elastic aggregation adjusts gradient with respect to parameter 

sensitivity which results in a better update 𝜃!!.
l Parameter 𝜃" is more sensitive (has a larger gradient norm), and 

is restricted with 𝜁" < 1 to reduce the magnitude of its update. 
l Parameter 𝜃# is less sensitive (has a smaller gradient norm), and 

is correspondingly boosted with 𝜁# > 1 to better explore the 
parameter space. 

Ø Elastic aggregation minimizes the loss for clients 𝐴 and 𝐵, while not 
causing the server model to drift from its ideal distribution.

Ø We propose a novel aggregation 
approach, elastic aggregation, to 
overcome these issues. Elastic 
aggregation interpolates client 
models adaptively according to 
parameter sensitivity, which is 
measured by computing how much 
the overall prediction function 
output changes when each 
parameter is changed. This 
measurement is performed in an 
unsupervised and online manner. 

Ø Elastic aggregation reduces the 
magnitudes of updates to the more 
sensitive parameters so as to 
prevent the server model from 
drifting to any one client 
distribution, and conversely 
boosts updates to the less
sensitive parameters to better 
explore different client distributions.  

Conclusion
Ø We proposed a novel aggregation method, elastic aggregation, which 

utilizes parameter sensitivity to overcome gradient dissimilarity. 
Ø We are the pioneers in utilizing unlabeled client data to enhance federated 

learning performances. 
Ø Empirical evaluations across various federated datasets validate the 

theoretical analysis and reveal that elastic aggregation can significantly 
enhance the convergence behavior of federated learning in realistic 
heterogeneous scenarios. 


