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2Overview of  the proposed PMTrans framework

Prior works have a a limitation: as the performance of cross-attention highly depends on the quality of 
pseudo labels, it becomes less effective when the domain gap becomes large.

We probe a new problem for UDA: how to smoothly bridge the source and target domains by 
constructing an intermediate domain with an effective ViT-based solution?
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A significant line of solutions reduces the domain gap by producing pseudo labels for target samples.

However, prior method has a distinct limitation: as the performance of cross-attention highly depends
on the quality of pseudo labels, it becomes less effective when the domain gap becomes large.

Results of our PMTrans and SOTA methods on DomainNet.
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How to smoothly bridge the source and target domains by constructing 
an intermediate domain with an effective ViT-based solution?
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PatchMix

Let 𝒫! be a linear interpolation operation on two pairs of randomly drawn samples 𝑥", 𝑦" and 𝑥#, 𝑦# . 
Then with λ$ ∼ 𝐵𝑒𝑡𝑎 β, γ , it interpolates the k-th source patch 𝑥$" and target patch 𝑥$# to reconstruct a 
mixed representation with n patches.

PatchMix and Mixup variants.
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A min-max CE game

We interpret UDA as a min-max CE game among three players, namely the feature extractor (ℱ), 
classifier (𝒞), and PatchMix module (𝒫).

The equilibrium states each player's strategy is the best response to other players. And a point ω∗ ∈
Ω is Nash Equilibrium if 

∀ω& ∈ Ω', ∀𝑚 ∈ {ℱ, 𝒞, 𝒫}, 𝑠. 𝑡. 𝐽& ω&∗ , ω(&∗ ≤ 𝐽& ω&, ω(&∗ .

Nash Equilibrium
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Proposed framework

Overview of the proposed PMTrans framework.

PMTrans consists of three players: the PatchMix module empowered by a patch
embedding (Emb) layer and a learnable Beta distribution (Beta), ViT encoder, and classifier.
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Semi-supervised mixup loss

In label space: 

Use supervised mixup loss in the label space to measure 
the domain divergence based on CE loss.

In feature space

Propose to minimize the discrepancy between the similarity of 
the features and the similarity of labels in the feature space. 

(a) The illustration of two proposed semi-supervised 
losses. (b) Label similarity yis and yit.
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A three-player game

The min-max CE game aims to align distributions in the feature and label spaces.

The total objective of PMTrans is defined as:
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PMTrans can obtain more robust transferable representations than the CNN-based 
and ViT-based methods.

Comparison with SOTA methods on Office-Home.
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Comparison with SOTA methods on Office-31. 

PMTrans achieves the best performance on each task and outperforms the prior SOTA 
methods with identical backbones.
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PMTrans also surpasses the SOTA methods on several sub-categories, such as ”horse” and ”sktbrd”.

Comparison with SOTA methods on VisDA-2017. 
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Comparison with SOTA methods on DomainNet.

PMTrans outperforms the SOTA methods by +17.7% accuracy. Incredibly, PMTrans 
surpasses the SOTA methods in all the 30 subtasks.
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Compared with Swin-based and PMTrans-Swin, our PMTrans model can better align the two 
domains by constructing the intermediate domain to bridge them. 

t-SNE visualizations for task A→C on the Office-Home dataset.
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Effect of semi-supervised loss

Effect of learning parameters

Effect of PatchMix
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1. We proposed a novel method, PMTrans, an optimization solution for UDA from a game perspective.

2. PMTrans achieved the SOTA results on three benchmark UDA datasets, outperforming the prior 
methods by a large margin.

3. We plan to implement our PatchMix and the two semi-supervised mixup losses to solve self-
supervised and semi-supervised learning problems. 

4. We will also exploit our method to tackle the challenging downstream tasks, e.g., semantic 
segmentation and object detection.
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