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Preview

● First Transformer Decoder based architecture
● Extract different features for each hierarchy and scene by using Geographic Queries
● Propose a new testing dataset with real world images and reduce geographic biases
● Improve location prediction on existing datasets by as much as 40%



Model



Decoder Queries (Hierarchy Queries)

● Each query is tasked to extract specific features
○ 7 Hierarchies * 16 Scenes = 112 Queries

● Dimension 1024
● Randomly initialized
● 0th channel is trained to be scene confidence



● Queries extract image 
features via Cross-Attention

Hierarchy Independent Decoder



Hierarchy Dependent Decoder

● Allows queries to specify which hierarchy they represent
● Self-Attention and FFNs are specific to each hierarchy



Scene Selection

● Average 0th Channel for each scene
● Highest value is the selected scene



Classification

● Selected queries go to their specified classification layers
● Predictions from each hierarchy are used to make a final prediction



Training Dataset

● MediaEval Places 2016 (MP16)
○ 4.7M Images with GPS from Yahoo and Flickr
○ Subset of YFCC100M
○ Uncurated dataset



Testing Datasets

● Im2GPS
○ ~300 Images

● Im2GPS3k
○ ~3k Images

● Curated sets of landmarks



Testing Datasets

● YFCC4k
○ ~4k Images

● YFCC26k
○ ~26k Images

● Uncurated
● Subset of YFCC100M



Google World Streets 15k (GWS15k)

1. Pick a Country with probability based on surface area

2. Pick a town or city in that country

3. Pick a random coordinate within 5Km of the town/city



Results on Im2GPS



Results on Im2GPS3k



Results on YFCC4k



Results on YFCC26k



Results on GWS15k



Qualitative Results Im2GPS3k



Conclusion

● Extracting features unique to each geographic hierarchy is important for 
geo-localization

● Our model shows significant quantitative improvements and our qualitative 
results show the model works as intended

● Our new testing dataset solves the limitations of other test sets, while also 
showing the limitations of the problem

● Code is available at https://github.com/AHKerrigan/GeoGuessNet

https://github.com/AHKerrigan/GeoGuessNet
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