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Overview

• What is Multi-label Zero-shot Learning (MLZSL):

• The research difficulties of MLZSL:

• Our Methods —— (ML)2P-Encoder:

Extends conventional single-label zero-shot learning to a more realistic scenario.

The complex contents and relationships in a single image across various classes.

Our interest is to fully explore the power of channel-class 

correlation as the unique base for MLZSL. 
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Existing Models

LESA[1] (CVPR 2020)

BiAM[2] (ICCV 2021)

Weaknesses

▪ The over-reliance on spatial-class correlation fails to capture fine-grained class-specific semantics.

▪ The additional processing of spatial information greatly increases the computational cost of the 

model and limits the inference speed.
[1] Dat Huynh and Ehsan Elhamifar. A shared multi-attention framework for multi-label zero-shot learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020.

[2] Sanath Narayan, Akshita Gupta, Salman Khan, Fahad Shahbaz Khan, Ling Shao, and Mubarak Shah. Discriminative region-based multi-label zero-shot learning. In Proceedings of the IEEE/CVF International Conference on 

Computer Vision, 2021.



(ML)2P-Encoder: On Exploration of Channel-class Correlation 

for Multi-label Zero-shot Learning

Our Approach

(ML)2P-Encoder:
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Our Approach

Group Attention: Loss Function[1][2]:

where

where

[1] Yang Zhang, Boqing Gong, and Mubarak Shah. Fast zero-shot image tagging. In 2016 IEEE Conference on Computer Vision and Pattern Recognition.

[2] Avi Ben-Cohen, Nadav Zamir, Emanuel Ben Baruch, Itamar Friedman, and Lihi Zelnik-Manor. Semantic diversity learning for zero-shot multi-label classification. In 2021 IEEE/CVF International Conference on Computer Vision.
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Experiments

• Datasets: 

NUS-Wide dataset: About 270K images for the whole dataset. During the experiment, 925 labels were 

used as ‘seen labels’, and 81 labels were used as ‘unseen labels’. 

Open-Images-V4 dataset: Contains nearly 9 million training images, 125,456 images as test images. 

The training set contains 7,186 ‘seen labels’. While 400 most frequent labels are used as ‘unseen labels’. 

• Evaluation Metrics: 

We use the two most common evaluation metrics, the mean Average Precision (mAP) and F1-Score.
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Performance Evaluation

NUS-Wide Dataset Open-Images V4 Dataset
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Qualitative & Visualization Results

Attention Visualization Comparison Qualitative Results
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Thanks!
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