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Spatio-Temporal Correlation for 3D Human Pose Estimation

(a) It has expensive computational cost  with the increasing number of joints.
(b) It seldom explores the relation between joints across different frames.



Goals &  Contributions 

Goal: 
ü Modeling spatio-temporal correlation between joints  spanning over the entire video  with minimal computational 

overhead. 
Contributions:
ü We propose a novel two-pathway attention mechanism, namely Spatio-Temporal Criss-cross attention(STC), 

that models the interactions between joints in an identical frame and joints in an identical trajectory in parallel.
ü We devise STCFormer by stacking multiple STC blocks and further integrate a new Structure-enhanced Positional 

Embedding (SPE) into STCFormer to take the structure of human body into consideration.
ü The proposed STCFormer with much less parameters (-43.73.3%/43.65% extra parameters/FLOPs) achieves 

superior performances than the state-of-the-art techniques (-0.5 mm MPJPE) on Human3.6M.



Workflow of  Spatio-Temporal Criss-cross Transformer (STCFormer)

The space pathway computes 
the affinity between joints in 
each frame independently, and 
the time pathway correlates 
the identical joint moving 
across different frames, i.e., the 
trajectory.



 Structure-enhanced Positional Embedding (SPE)

• The trajectories of joints in the static part (g0, g3 and g4 in the figure) are highly relevant. 

• In the dynamic part, i.e., part with relative movements (g1, g2 in the figure), the trajectories 
of joints are not relevant. 



 Performance Comparison on Human3.6M

STCFormer-L outperforms StridedFormer , PATA and MixSTE with T=243 frames, which are 
also based on transformer architecture, by the P1 error drop of 3.2mm, 2.6mm and 0.4mm, 
respectively.



 Performance Comparison on Human3.6M

The results again confirm the advances of STC attention is an economic and effective way to decompose full 
spatio-temporal attention.



 Performance Comparison on  MPI-INF-3DHP

Our STCFormer with T=81 
reaches the to-date best 
reported performance with 
PCK of 98.7%, AUC of 83.9% 
and P1 error of 23.1mm, 
outperforming the current 
state-of-the-art models with a 
large margin of 0.8% in PCK, 
8.1% in AUC and 9.1mm in P1 
error.



Attention visualization

• The spatial attention map 
shows that our model 
learns different patterns 
between joints from the 
videos of different actions.

 
• Moreover, the temporal 

attention map illustrates 
strong correlation across 
adjacent frames owing to 
the continuity of human 
actions.



Result visualization

 Our STCFormer shows great generalization ability on in-the-wild videos.
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