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Why OOD 
detection?

- Diverse inputs 
- To ensure the reliability of the 

deep learning models
- high-stake tasks, such as medical 

image analysis and autonomous 
driving.

- OOD detection: 
- differentiates between 

in-distribution (ID) and 
out-of-distribution (OoD) inputs at 
test time.

- A model should know what they 
do not know.



Generalized OOD detection

Reproduced from “Generalized OOD Detection: A Survey”, Jingkang Yang et al., 2021.



Distributional 
shift

- Semantic shift

-  

- The occurrence of new classes

- Novelty detection and OOD detection

- Covariate shift

-  

- Style change or adversarial examples

- Sensory anomaly detection



Classification-based method
- Require a softmax-based (pre-trained) classifier

- Post-hoc method
- aims to design a suitable score function for distinguishing 

between ID and OOD data accurately given a pre-trained 

classifier.

- Enhancing method

- modifies features from intermediate layers to enhance 

OOD performance for given score functions.

- Training loss modification

- incorporates OOD samples (e.g. outlier 

exposure/synthesis) in the training procedure to perform 

OOD detection.



Post-hoc methods

- Overhead cost of retraining is avoided
- Use both feature and predictive distribution

- GradNorm and predictive normalized maximum likelihood (pNML)

- Use both feature and logit:
- Virtual-logit Matching (ViM)



Assumption: In-distribution test 

samples close to the training data 

are expected to result in a confident 

prediction.

Generalized 
entropy  



Truncation
Considering sorted predictive 

probabilities,                                         ,

our score is designed to capture 

small entropy variations in the 

top-M classes. 

The final score reads as 
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Conclusion
✓ GEN uses output probabilities only.

✓ It does not use any training data statistics.

✓ It does not require re-training and/or outlier 

exposure.

Yet it performs very well across four datasets and 

six architectures, meaning that it can potentially be 

used in more constrained model deployment 

scenarios!


