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Transferable Adversarial Attacks on Vision 
Transformers with Token Gradient Regularization

Contribution

• Observe the large variance of the back-
propagated gradients in intermediate blocks of 
ViTs leads to a low adversarial transferability

• TGR regularizes the back-propagated gradient 
in each internal block of ViTs in a token-wise 
manner.

• Extensive experiments validate the advantages 
of our method over state-of-the-art baselines.

Method

• Token is the building-block of ViTs

• Extreme token gradient
• Model specific

• Unstable features

• Token Gradient Regularization
• Eliminate extreme tokens 

• Implementation
• QKV

• Attention

• MLP block



• Vision Transformers (ViTs): successor for CNNs

• ViTs are vulnerable to adversarial attacks

• Identity deficiencies of ViTs: adversarial examples

• Adversarial attacks (model information)
• White-box

• Black-box
• Transfer-based Attacks

Introduction
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• Transfer-based Attacks
• Input transformation

• Gradient regularization

- VMI: reduce input gradient variance

• Limitations
• Large internal variance

• Focus on model-specific features

• Token Gradient Regularization (TGR)
• Reduce the internal variance of ViTs
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Introduction



• Token Gradient Regularization
• Tokens are important in ViTs

• Regularization in the intermediate block
• Regularize the token gradients

• Extreme token gradient
• Model specific

• Unstable features

• Eliminate extreme tokens

Method
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• Implementation
• Attention block

• QKV

• Attention

• MLP block

Method
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• TGR Algorithm 

Method
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• Attack success rates
• Transferability between ViTs

Experiment

8



• Attack success rates
• Transferability between ViTs and CNNs

Experiment

9



• Ablation Study – gradient variance

Experiment
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• Ablation Study - components

Experiment
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• TGR regularizes the back-propagated gradient in each 
internal block of ViTs in a token-wise manner.

• TGR is extendable to combine with other attack methods 
and attacks on CNN models.

• Extensive experiments validate the effectiveness of our 
methods over state-of-the-art baselines.

Conclusion
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Thank you!


