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• Knowledge Distillation (KD)：Transferring knowledge from a teacher to a
student model.
• Motivation: all existing KD methods were only applicable to limited, 

specific types of Directed Graphical Models (DGM) exclusively.
• Goal: propose a unified framework enabling KD for general DGMs.
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Summary

Vanilla DNN GAN Fully-visible auto-regressive model



z!

z"

𝑦!

𝑦"

𝑥

𝑦!

𝑦"

𝑥

𝜖!

𝜖"

• Semi-auxiliary Form: reparametrize all latent variables
• Novel KD loss on semi-auxiliary form

• Tractable
• Shallower
• Upper bound to vanilla KD
• Proper generalization to multiple KD methods
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Original form           Semi-auxiliary form                                Our KD loss
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• Evaluation Results: Our method showed better performance on
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Data-free VAE compression Data-free VRNN compression Data-free HM compression VAE continual learning

Summary



• Directed Graphical Model
• Multiple input, target as well as latent variables
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• Directed Graphical Model
• Multiple input, target as well as latent variables
• Complex dependence structure
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• Directed Graphical Model
• Multiple input, target as well as latent variables
• Complex dependence structure
• Parameterized by Deep Neural Networks

9

z!

z"

𝑦!

𝑦"

𝑥

Background



• Knowledge Distillation (KD)
• Transferring knowledge from a teacher to a student model
• Applications:
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Model Compression Continual learning Federated Learning



#input 
variable x

#latent 
variable z

#target 
variable y

for vanilla DNN 1 0 1/many

for GAN 0 1 1

for fully-visible
auto-regressive model 0/1/many 0 many

• Motivation: all existing KD methods were applicable to limited, specific 
types of DGMs exclusively.
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• Motivation: all existing KD methods were applicable to limited, specific 
types of DGMs exclusively.
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Motivation

Vanilla DNN GAN Fully-visible auto-regressive model



• Goal: Propose a unified framework enabling KD for general DGMs.
• Vanilla KD loss:

• Naïve Method 1: Marginalized Distillation: marginalize all latent variables

• Generally Intractable
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• Naïve Method 2: Local Distillation: apply distillation in a layer-wise manner
• Imitation error accumulation
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: random variable

: deterministic variable

• Semi-auxiliary Form: reparametrize all latent variables
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Original                  Auxiliary                    Semi-auxiliary          Compact semi-auxiliary
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• Surrogate Distillation Loss

• Upper bound of vanilla KD loss

• Compared with marginalized 
distillation: tractability

• Compared with local distillation:
shallowness
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• Surrogate Distillation Loss
• Is unable to back-propagate when there is discrete latent variable
• Might be hard to optimize when structure is deep

• Latent Distillation Loss: penalize dissimilarity of latent variables

• Our Final Loss:
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• Fast Implementation: Requires only an ordinary forward pass of teacher
and student model to calculate the loss

• Our method is a proper generalization of:
• Vanilla KD and Sequence-Level KD:

when no latent variable
• Feature based KD: 

when choose Wasserstein Distance in Latent Distillation Loss
• GAN distillation:

when no input variable & choose Wasserstein Distance in Latent 
Distillation Loss
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• Evaluation Results: Our method showed better performance on
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Data-free VAE compression Data-free VRNN compression Data-free HM compression VAE continual learning

Evaluation
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Evaluation
• Results of Data-free VAE Compression
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• We proposed a unified KD framework for general DGMs, which

• converted DGMs to the proposed semi-auxiliary form

• combined 2 novel KD losses

• generalized to multiple existing methods

• applied to various types of DGMs and tasks

Conclusion



Thank you
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