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Patch Aligned Contrastive Learning (PACL)



Semantic Segmentation

We label and predict on every pixel. This makes collecting annotations very expensive and limits the 

number of concepts that we can learn.

Cordts, M., Omran, M., Ramos, S., Rehfeld, T., Enzweiler, M., Benenson, R., Franke, U., Roth, S. and Schiele, B., 2016. The cityscapes dataset for semantic urban scene understanding. In Proceedings of the IEEE conference on computer vision and pattern 

recognition (pp. 3213-3223).



Open Vocabulary Prediction

Open vocabulary prediction in vision involves recognizing any arbitrary concept in an image. The concept 

can be described in natural language.
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Like classification, can open-vocabulary semantic segmentation be performed using CLIP/CLIP like 

models?



Prior Work

Li, B., Weinberger, K.Q., Belongie, S., Koltun, V. and Ranftl, R., 2022. Language-driven semantic segmentation. arXiv preprint arXiv:2201.03546.



Prior Work

Ghiasi, G., Gu, X., Cui, Y. and Lin, T.Y., 2021. Open-vocabulary image segmentation. arXiv preprint arXiv:2112.12143.



Prior Work

Xu, J., De Mello, S., Liu, S., Byeon, W., Breuel, T., Kautz, J. and Wang, X., 2022. Groupvit: Semantic segmentation emerges from text supervision. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 18134-18144).



What if we use the patch vision tokens?
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Patch-token level alignment in CLIP

Alignment of different images of cats with the word “cat”. We see similar

results even when providing prompt engineered versions of the word “cat”.

Using the alignment value to classify

patches leads to extremely poor

classification accuracy.

In short, we see no patch/token level alignment between the image and text encoders in a pre-trained CLIP.



Patch-token level alignment in CLIP

Is there any semantically useful information in the vision patch tokens then?



Semantic Coherence

Semantic Coherence: The property which leads to semantically similar regions in the image having similar

patch/token level representations.

Semantic coherence has been shown to exist in

pre-trained self-supervised vision transformers

like DINO. Particularly, feature

correspondences can be used as a binary

classifier to predict class-cooccurrence.

In fact, this feature has been utilized before to

train models for unsupervised semantic

segmentation.

Hamilton, M., Zhang, Z., Hariharan, B., Snavely, N. and Freeman, W.T., 2022. Unsupervised semantic segmentation by distilling feature correspondences. arXiv preprint arXiv:2203.08414.



Semantic Coherence in CLIP

Semantic Coherence: The property which leads to semantically similar regions in the image having similar

patch/token level representations.

1. Not only do we find semantic
coherence to exist, we find the
coherence to be stronger than DINO in
terms of predicting class-
cooccurrence.

2. Surprisingly, ViT-B/16 shows better
coherence than ViT-L/14 in CLIP.

3. This indicates that we may be able to
train an alignment between image
and text patches.

4. This however has to be done in a
weakly supervised fashion!



Patch Aligned Contrastive Learning (PACL)



Alignment in CLIP vs CLIP + PACL



Zeroshot Segmentation and Classification

1. Use the patch level alignment for
segmentation.

2. Use the image level compatibility function
for classification.



Open Vocabulary Segmentation using PACL with CLIP 
Backbone

Stride Trick: At inference time,
reduce the stride of the
convolutional layer generating
patches in the transformer.

This leads to a much larger number
of patches and can be used to
provide fine-grained segmentation
predictions.



Ablations across Datasets and Encoders

1. The order of performance seems to
follow the same trend as semantic
coherence.

2. A patch level alignment can even be
trained between DINO and a CLIP text
encoder.

3. Thus PACL is independent of encoders
and can be trained using different
encoder combinations.



Zero-shot Image Classification
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Thank you!
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