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Observation

Probability distribution 
on labeled data

Probability distribution 
on validation data

Arazo E, Ortego D, Albert P, et al. Unsupervised label noise modeling and loss correction. In: ICML. PMLR, 2019: 312-321.
Miyato T, Maeda S, Koyama M, et al. Virtual adversarial training: a regularization method for supervised and semi-supervised learning[J]. TPAMI 2018, 41(8): 1979-1993.

Ø Correct and incorrect pseudo-labeled data follow
     the similar probability distribution 



Method

Step one: warm up the model using whole training data.
Step two: build loss prior on labeled data with Gaussian Mixture Model (GMM).
Step three: collect high-quality pseudo-labeled data using fitted GMM and cross pseudo-loss, meanwhile  
                    making predictions consistent after injecting feature-level adversarial noise



Datasets

1. NCT-CRC-HE (100,000 colorectal cancer histology slides, 9 classes),  setting: 100/200 labeled data

2. ISIC2018 (10,015 skin lesion dermoscopy images, 7 classes), setting: 5%/20% labeled data

3. Chest X-Ray14 (112,120 chest x-rays from 30805 patients, 14 classes), setting: 2%/5%/10%/15%/20% labeled data

Evaluation Mertics
1. AUC
2. Accuracy
3. Specificity
4. Sensitivity
5. F1-score



Results



Ablation and Analysis 


