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Task Description : Revisiting Temporal Action Detection

What is the Activity ?
(“Playing Ice Hockey”)

When is the Activity Occuring ?
(13 s – 28 s )

Sub-Task 1 : 
Action Classification

Sub-Task 2 :
Temporal Regression

Untrimmed Video

Playing Ice Hockey

0 36(in s)13 28



Current Approaches: Data Pre-Processing and Model Estimation 

Downsample the Temporal Resolution ; Detect Actions in downsampled resolution ; Inference in original resolution



Quantization Error : How does it Arise ? 

Quantization Error (in red) is introduced at
start/end points of action due to 

ceiling/floor/round operations. 

We solve this by fitting Gaussian Distribution 
at start/end points.



Quantization Error : How to Solve ? 

Instead of Standard Snippet Level Prediction
we predict at Sub-Snippet Level

Each Snippet may contain action/background frame



Gaussian Approximated Post-Processing

Step 1: Temporal Smoothing

Given a Action Temporal Snippet Representation , 

We smooth the distribution using Gaussian Kernel
to avoid multiple peaks. 



Gaussian Approximated Post-Processing

Step 2: Gaussian Refinement and Calibration

Given a predicted boundary point (start/end) : 

a) We fit Gaussian Distribution at the boundary point

b) We find the optimal Shift using Taylors Expansion

c) The newly shifted start/end points are at sub-snippet level



Gaussian Approximated Post-Processing

Step 3: Temporal Resolution Recovery

We recover the temporal resolution by multiplying
the Video Duration

The refined start/end point reduces the quantization error
at sub-snippet level



GAP Integration : Plug-And-Play Module

Can be used during both 

(a) Model Retraining 

(b) Inference Post-Processing



GAP Improves on Standard Supervised Action Detection

SOTA on standard benchmarks
Like THUMOS14 and ActivityNet



GAP Also Improves on Any-Shot/ Any-Supervision Action Detection

GAP on Weakly Supervised Setting GAP on Few-Shot Setting

GAP on Zero-Shot Setting



GAP is effective when Temporal Resolution is Small

As Temporal Resolution is Low, 
More Chances of Ambiguity among Action Boundaries

GAP is effective in such scenarios

As Temporal Resolution Increases,
Duration per snippet increases, Ambiguity reduces

GAP is less effective in such scenarios

Error-Sensitivity Analysis shows that 



GAP does not bottleneck efficiency 

GAP does not learn any extra parameters.

GAP may slightly increase the training time but negligible.

GAP has almost negligible effect on inference time.



Scan the QR Code for Code

Thank You for Listening 

For any questions, contact :  s.nag@surrey.ac.uk


