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Self-supervised training for image denoising
• Noise can have non-Gaussian distribution

• Noise can exhibit short-range spatial and 
cross-channel correlations

• Capturing corrupted images is 
relatively straightforward

• Obtaining ground-truth or 
estimating noise model is difficult

• In RGB space real sensor noise typically 
correlated
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Patch-Craft Training – Problem Definition 



Patch-Craft Training – Sample Results
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Clean Noisy N2N, 24.27dB

R2R, 25.26dB BM3D-O, 24.22dB PC-DnCNN (ours), 28.03 dB
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Patch-Craft Training – Overview 
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Lemma
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Lemma:

If 𝐰 is statistically independent of 𝐱 and 𝐳, and 
admits a zero mean 𝔼 𝐰 = 𝟎, then 
𝔼 𝛻ሚ𝑙 = 𝔼 𝛻 𝐹 𝐲 − ෤𝐱 2

2 = 𝛻 𝔼 𝐹 𝐲 − 𝐱 2
2

Conclusion:

Training with the loss ሚ𝑙 is equivalent to SGD with 
clean targets 𝐱
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Correlation Reduction – Definitions 
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We are going to use the histogram of 𝑠𝑦,𝑟

empirical covariance 
between 𝐲 and 𝐫
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Correlation Reduction
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peak – yellow bar
mean – black bar

𝑠𝑦,𝑟 histogram

the left tail 
is cropped

Algorithm:

o Exclude from the 
training set all 
image pairs for 
which 𝑠𝑦𝑟 < 𝑠𝑚𝑖𝑛

cut the left tail

o The mean of the 
resulting histogram 
coincides with its peak

𝑠𝑚𝑖𝑛 – red bar
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Results – Correlated Gaussian Noise
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PC-DnCNN
(ours)

BM3D-OR2RN2NB2UNoisy𝒌𝝈

35.3233.5632.5028.8523.8528.133
10

34.7932.3031.2128.6723.4528.134

33.1631.1129.5925.4324.4424.613
15

32.5729.7928.2625.2622.2624.614

31.6329.4927.5723.027.7422.113
20

30.9728.1525.9322.9122.3322.114

33.0730.7329.1825.6920.6824.95Average
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Results – Real-World Image Noise
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PC-DnCNN
(ours)

BM3D-OR2RN2NB2UNoisyISO

41.3341.1239.5837.7136.8837.671600

39.6438.9937.1835.104.9435.033200

37.3236.5734.6732.194.9832.106400

35.1534.3031.7129.3323.7929.2512800

32.3831.3528.2625.8620.1125.7725600

37.1636.4734.2832.0418.1431.96Average
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Results – Correlated Gaussian Noise 
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Clean Noisy N2N, 24.27dB

R2R, 25.26dB BM3D-O, 24.22dB PC-DnCNN (ours), 28.03 dB
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Results – Real-World Noise
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Clean Noisy, 28.29 dB N2N, 28.36 dB

R2R, 31.62 dB BM3D-O, 33.60 dB PC-DnCNN (ours), 34.41 dB
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Patch-Craft Denoising – Summary 
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oNovel self-supervised framework for correlated 
image denoising

o Relies on availability of short video sequences

o Applies patch matching for building patch-craft 
images

o Excludes images with high correlation from the 
training set

o Achieves an outstanding denoising performance 
compared with the recent state-of-the-art 
self-supervised methods
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