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AShapeFormer Overview

We propose a plug-and-play active shape encoding module named AShapeFormer, which can be combined 
with many existing 3D object detection networks to achieve a considerable performance boost.

To the best of our knowledge, our method is the first to combine multi-head attention and semantic guidance 
to encode strong object shape features for robust classification and accurate bounding box regression.

AShapeFormer mainly includes three sub-modules, ShapeFormer ,SGM and CAM. 



 Introduction

Motivation:

Most voting-based 3D object detection techniques commonly follow a pipeline that aggregates predicted object central point 
features to compute candidate points.

VoteNet: https://arxiv.org/pdf/1904.09664.pdf
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BRNet: https://arxiv.org/pdf/2104.06114.pdf
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Proposed Approach

AShapeFormer:

Innovations and contributions:

（1）ShapeFormer：Actively encode object-level shape features using the Transformers module.

（2）Semantics Guided Module (SGM) ：Pay more attention to the foreground points.

（3）Channel Attention Module (CAM)： Fuse the shape information enriched features with candidate features.



Proposed Approach

Problems：

loss of fine-grained information

marred by interference of the background points.

Naïve Object-Level Shape Encoding:



Proposed Approach

Object-Scene Positional Encoding：

ShapeFormer: ShapeFormer：



Proposed Approach

Semantics Guided Module：



Experiments

We achieve an absolute gain of more than 3.5% and 1.7% for VoteNet and imVoteNet, respectively.

Quantitative comparison:
We evaluate the performance of the proposed AShapeFormer on two popular datasets of indoor scenes, namely; ScanNet 

dataset [9] and SUN RGB-D dataset [38].
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Quantitative comparison:

Obtained 8.1% performance improvement on the ScanNet V2 dataset
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Conclusion

We proposes a plug-n-play module to improve the performance of indoor 3D object detection 

by actively encoding shape information of the object. 

We sample the shape key points of the object and re-weight their features by guiding them with 

semantic information. 

we utilize multi-head attention to encode object shape features to avoid the loss of fine-grained 

information.

Results show that our model achieves state-of-the-art performance when assembled with 

existing methods.
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