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SelfME Overview
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§ Facial micro-expression 
(ME)

§ Imperceptible to the naked 
eye

§ Self-supervised motion 
representation

§ Symmetric contrastive 
vision transformer (SCViT)



Introduction
Facial Micro-Expression (ME)

§ Brief spontaneous facial movement 
§ Genuine emotion
§ Characteristics

• Subtle in intensities
• Brief in duration (<0.5 seconds)
• Affect small areas

§ Applications 
• National security
• Political psychology
• Medical care
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Introduction
Motivation: Innovation of ME Pipeline

§ Motion representation
§ Current pipeline

• Motion extracted by traditional optical flow algorithms
• Deep classification model

§ Proposed pipeline
• Motion learned by deep self-supervised learning
• Deep classification model
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Introduction
Motivation: Symmetry of Facial Actions in ME

§ Symmetric facial actions
§ Negligible intensity differences 

§ Problem
Symmetry ignored by learned motions

§ Solution
Symmetric contrastive constraint
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Methodology
Method Overview

§ Motion Learning
§ Classification
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Methodology
Motion Learning Stage

§ Self-supervised motion learning
§ Reconstruction
§ Warp

§ Keypoints
§ Sparse motion
§ Dense motion
§ B-spline
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Methodology
Classification Stage

§ Vision transformer (ViT)
• Patches
• Small and subtle features
• Violate geometry and symmetry

§ Symmetric contrastive
• Left àß Right
• Regroup patches
• 4 regions
• ℒ𝒔𝒄
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Experiment and Result
Ablation Study
§ Symmetric contrastive (SC)
§ B-spline transformation
§ Motion amplification (MA)
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Experiment and Result
Impact of the Learned Motion

§ SelfME’s motion is better than
• TV-L1
• TCAE’s motion
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Twin-cycle autoencoder (TCAE) was proposed for AU detection [CVPR’19, TPAMI’20].



Experiment and Result
Hyperparameter Analysis

§ Best trade-off weight 
𝜔 = 0.11

§ Best sharpen temperature 
𝜏 = 0.07

§ Best motion amplification
γ = 2
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Experiment and Result
Comparison with the State-of-the-Art
§ The 1st self-learned motion representation for MER
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Thank you !

Please feel free to discuss and ask questions.


