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Preview



Goal: Representing 3D shapes with parts from a given library of 3D parts

Input part library

Input target shapes Output transformed parts



Pre-trained Variational AutoEncoder(VAE) Latent Space

(III) Part Borrowing
(II) Part Shift(I) Part Optimization

Decoder Encoder

Iterative retrieval and assembly framework

Input part library

Input target shape

Output  parts



Qualitative results Our method achieves better reconstruction results



Long version



Motivation: Representing 3D shapes with a set of smaller 3D elements

Aid perception of underlying structure

https://people.cs.umass.edu/~kalo/papers/shapepfcn/

Aid 3D fabrication process



Prior Work : Representing 3D shapes with cuboids

Using of simple parametric primitives leads to coarse approximations



Prior Work : Representing 3D shapes with learned primitives

Offers too little control over the decomposition



Goal: Representing 3D shapes with a library of 3D parts

Input part library

Input target shapes Output transformed parts
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Decoder Encoder

A pre-trained latent space to turn the discrete into continuous 

Pre-trained Variational AutoEncoder(VAE) Latent Space



(I) Part Optimization

Pre-trained Variational AutoEncoder(VAE) Latent Space

Decoder

Phase I Part Optimization: Direct optimizing part codes and part poses



(II) Part Shift(I) Part Optimization

Pre-trained Variational AutoEncoder(VAE) Latent Space

Decoder Encoder

Phase II Part Shift: segmenting the target and re-projecting the segments to escape local optima



Re-projected decoded partsUpdated SegmentsSegmentsRearranged decoded partsOptimized decoded partsTarget Converged Segments

Part Shift: A sequence of segment refining operations



(III) Part Borrowing
(II) Part Shift(I) Part Optimization

Pre-trained Variational AutoEncoder(VAE) Latent Space

Decoder Encoder

Part Borrowing: borrowing good part decompositions from other shapes



SegmentsOptimized Decoded 
Parts

Target Final Retrieval

Retrieving parts based on segmentation

Pre-trained Latent Space



Choosing number of parts



Let’s see some results  



Experiment 1: Comparison to JRD



Our method handles the structure difference between source shapes and target shapes



Experiment 2: Comparison to Neural Parts(NP)



Our part aware method generates cleaner and better results 



Our method outperforms both baselines in all metrics across all categories  

SCD: Surface Points Chamfer Distance
VCD: Volumetric Points Chamfer Distance 



Cross-category reconstructions

With Lamp Parts :

With Faucet Parts :



Conclusion

Contribution:

● An unsupervised algorithm which retrieves and places 3D parts from a given part library to 
reconstruct 3D target shapes. 
– Turns combinatorial problem into a semi-continuous optimization problem 
– Introduces a multi-phase framework to avoid the worst of local optimas

Future Work:
 

● Introducing physical priors into the optimization to make reconstructions more physically 
plausible

● Supporting incomplete point clouds as input.



Thank you for your time ! 


