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1. Background

• Modern incremental learning for semantic segmentation (ILSS) methods usually learn new categories based on 
dense annotations, 

• Pixel-by-pixel labeling is costly and time-consuming;
• Weakly incremental learning for semantic segmentation (WILSS) is a novel and attractive task, which aims at 

learning to segment new classes from cheap and widely available image-level labels.
• Image-level labels can not provide details to locate each segment, which limits the performance of WILSS
• We propose FMWISS to improve and effectively utilize the supervision of new classes given image-level labels.

Major difference of pipeline between previous WILSS work and FMWISS



2. Our Method

• Pre-training Based Co-segmentation
• Pseudo Label Optimization
• Memory-based Copy-Paste Augmentation

The proposed FMWISS framework



2. Our Method

• Pre-training Based Co-segmentation
• Initial mask generation:

• Refine mask via seeds guidance:

• Memory-based Copy-Paste Augmentation

• Pseudo Label Optimization

Dense Contrastive Learning



3. Experimental Results

Table 4: Comparison trained with dense annotations

Table 5: Performance comparison with fewer training data
Table 2: Results on the 15-5 setting of Pascal VOC

Table 1:Results on the 10-10 setting of Pascal VOC Table 3: Results on COCO-to-VOC



3. Experimental Results

More comparison on the 10-10 VOC setting. From left to right: image, WILSON, FMWISS (ours) and the ground-truth.
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