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Overview
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Pseudo-label Refinement via Nearest-neighbours Knowledge Aggregation
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Current sample

Pseudo-labels are refined by aggregating knowledge from neighbours samples using a 
voting strategy on their predictions.
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 Loss Reweighting with Pseudo-labels Uncertainty Estimation
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The entropy of the averaged neighbours’ predictions measures the uncertainty of the pseudo-label and 
the corresponding weight in the classification loss.



Standard contrastive learning framework ([1], [2])
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[1] Chen et al., “A Simple Framework for Contrastive Learning of Visual Representations”, ICML 2020
[2] Chen et al., “Contrastive Test-Time Adaptation”, CVPR 2022



Temporal Queue for Negative Pairs Exclusion
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Current pseudo-labels

Sharing the same pseudo-label 
in the last T epochs



Joint training with self-learning
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Results
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Ablation studies
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Ablation studies of sub-components.

Additional analysis.



Refining Pseudo-labels during the adaptation
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Our method guides the pseudo-labels refinement and mitigates the effects of noisy samples, 
resulting in progressively improving the pseudo-labels accuracy.

Chen et al., “Contrastive Test-Time Adaptation”, CVPR 2022



Project page and code

https://github.com/MattiaLitrico/Guiding-
Pseudo-labels-with-Uncertainty-Estimation-for-
Source-free-Unsupervised-Domain-Adaptation


