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(A) Contributions
1. We develop the Mutual Knowledge Transfer scheme which bridges the gap
between the source and target datasets for the Weakly Supervised Object
Detection (WSHOD) task.

2. We design the Knowledge Transfer (KT) loss to improve the training of the
multiple instance learning (MIL) module by exploiting the knowledge from
a fully-annotated dataset, which facilitates the detection performance on
novel categories.

3. We propose the Consistency Filtering (CF) method which effectively
removes inaccurate pseudo labels for the refinement of the proposal
generator.

(B) Overview of the proposed Mutual Knowledge Transfer
scheme
Weak-shot Object Detection methods exploit a fully-annotated source dataset
to facilitate the detection performance on the target dataset which only
contains image-level labels for novel categories.
• Knowledge Transfer (KT) loss
It performs knowledge transfer from the source (S) dataset to the target (T)
dataset by constraining the training of the MIL module, enforcing the
predicted objectness score and class entropy of the MIL module to be
consistent with the predictions of the proposal generator (PG).
• Consistency Filtering (CF) method
It discovers the inaccurate pseudo labels by evaluating the stability of the
MIL outputs when varying noises are injected into the feature maps.

(C) Knowledge Transfer (KT) loss
Basically, the KT loss transfers the knowledge of both class distribution
entropy and objectness from the PG module to the MIL module.
The formulation is defined below, in which !𝑆 and �̇� are predicted by the MIL
module which are explained in the paper.ℋ() computes the information
entropy of the class distribution. 𝑂! is the objectness score predicted by the
PG module. 𝑅 is the number of proposals.

(E) Experimental Results
Pascal VOC 2007 is adopted as the target dataset. Either MS COCO 2017 or
ILSVRC 2013 detection dataset is adopted as the source dataset.

Table 1. mAP comparisons with state-of-the-art methods on VOC 2007 test set

(D) Consistency Filtering (CF) method
Motivation: (1) the quality of pseudo labels can be further improved by CF;
(2) object knowledge regarding the novel categories in the T dataset can boost
the training of the PG module when transferred through CF.

The RoIAlign features (with spatial size 7 × 7) of the pseudo boxes are
obtained,

in which random regions of feature maps are replaced with noises. After
repeatedly injecting random noises to N random regions, the evaluated pseudo
box will be removed if all the N predictions meet the proposed filter criterion.

Table 2.  Changing the source 
dataset to ILSVRC-179.

Table 3.  Ablation studies for 
the proposed modules.

Visualizations of pseudo boxes removed by the CF method. The first row is the ground truth.
the cyan boxes are the corresponding ground-truth for the categories of the removed boxes, and
the yellow ones are ground-truth for other categories.. The second row shows the removed
boxes in cyan dashed boxes and the kept pseudo labels in red solid boxes.


