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1. Build a semantic supervision from human prior to train SOLIDER.
2. Design a semantic controller to adjust the semantic rate in the pre-trained model.Main Contributions
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3. EXPERIMENTS

DINO space: 
Different parts from same person are closer.

3.1. Can SOLIDER learn semantic ?

SOLIDER space: 
Same semantic parts from different people are closer.
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3. EXPERIMENTS

(a)

(b)

[Exp 1] With 𝜆 increased: 

Observation 1. Different parts from same person 
(intra-distance)  gets further.
Observation 2. Same semantic parts from different 
people (inter-distance)  gets closer.

3.2. Can 𝝀 control semantic rate ?

(a)

(b)

[Exp 2] With 𝜆 increased: 

Observation 1. The person re-identification performance 
is lower.
Observation 2. The pedestrian detection performance is 
higher.
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3. EXPERIMENTS

Ablation Study SOTA Comparison

3.3. How is Ablation Study and SOTA Comparison?
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Project Website: https://github.com/tinyvision/SOLIDER4. OPEN CODE


