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Overview

• Deep Neural Networks tend to be overconfident for their false predictions

• We propose to leverage outlier data for misclassification detection

• We provide analysis of why the well-known out-of-distribution (OOD) 
detection method OE is harmful for detecting misclassification errors

• The proposed OpenMix, including learning with reject class and outlier 
transformation, is a unified method for misclassification and OOD detection



Background

Benchmark datasets DNNs Outstanding performance

Reliability

Safety

Autonomous driving Medical diagnosis

• In risk-sensitive applications like autonomous driving, it is important to 
provide reliable confidence to avoid using wrong predictions



Background

pred: dog
confidence>99%misclassified                   



accuracy
>95%



test set

pred: cat
confidence>97%OOD



misclassified 
sample

OOD sample

• Deep Neural Networks tend to be overconfident for their false predictions：
① misclassified samples from known classes
② out-of-distribution (OOD) samples from unknown classes

• Recently, many works focus on out-of-distribution detection, ignoring 
detecting misclassified errors



Motivation
• In this paper, we focus on MisD, and propose a simple approach that can 

detect misclassified and OOD samples in a unified manner

Why are human beings good at confidence estimation?

Illustration of advantages of counterexample data for reliable prediction. 
Counterexample could help reduce model’s confidence on wrong predictions

• Humans learn and predict in context, where we have abundant prior 
knowledge about other entities in the open world

• We propose to leverage outlier data, i.e., unlabeled random samples from 
non-target classes, as counterexamples for overconfidence mitigation



Motivation
• Understanding the effect of OE

MisD performance can not be improved with OE

=πinter πintra =

πfsu = πintra / πinterfeature space uniformity (FSU):

By forcing the outliers to be uniformly distributed over original classes, OE leads 
to over-compressed distributions, making it harder to separate misclassified 
samples from correct ones



Proposed Method: OpenMix
• How to use outliers for MisD?

On learning objective 

uniform distribution for outliers learning with reject class
where

On outlier data

original outliers: large distribution 
gap with ID misclassified samples

outlier transformation

• Why OpenMix is beneficial for MisD?

OpenMix:  mix of the outlier and ID regions could reflect the property of low density 
regions, increasing the exposure of low density regions

 overconfidence: low density regions with rich uncertainty are largely ignored 



Experiments
• Evaluation metrics: AURC, AUROC, FPR95,  ACC

• OOD detection methods failed in detecting misclassification errors
• OpenMix improves the reliability of confidence
• Large-scale experiments on ImageNet



Experiments
• Accuracy-rejection curves analysis

① If the desired accuracy is known, select the model with the lowest rejection rate
② If the acceptable rejection rate is known, select the model with the highest accuracy

our method as the best in both cases



Experiments
• MisD under distribution shift

• MisD in long-tailed recognitzion



Experiments
• OpenMix improves OOD detection: averaged over six OOD test datasets



Conclusive Remarks
• Misclassification detection is an important yet far less explored problem for safety-

critical applications

• We propose to leverage outlier data for overconfidence mitigation

• We analysize why OE is harmful for MisD from the perspective of feature space 
uniformity  

• The proposed OpenMix is a unified method for MisD and OOD detection

• Code is available at https://github.com/Impression2805/OpenMix
• Useful paper list https://github.com/Impression2805/Awesome-Failure-Detection



Thanks for your attention!


