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What is Document AI?

Image resource: Document processing models - Form Recognizer - Azure Applied AI Services | Microsoft Learn, DocVQA

Parse, Analyze, and Understand Documents (receipt, paper, form, etc.)

OCR Layout Analysis

Examples:

Document QA

https://learn.microsoft.com/en-us/azure/applied-ai-services/form-recognizer/concept-model-overview?view=form-recog-3.0.0
https://www.docvqa.org/


General Pipeline for Document AI

1. Convert unstructured document 
into structured data

• Optical Character Recognition
• PDF converter
• HTML reader

• …

Image resource: Document processing models - Form Recognizer - Azure Applied AI Services | Microsoft Learn

https://learn.microsoft.com/en-us/azure/applied-ai-services/form-recognizer/concept-model-overview?view=form-recog-3.0.0


General Pipeline for Document AI

2.  Extract, Classify & Understand Information from Document 

UnderstandInformation Extract

Adapted from What is Document AI? - YouTube

https://www.youtube.com/watch?v=F_jyoe1lQhg


Previous Works

LayoutLM v3

Image source: LayoutLMv3: Pre-training for Document AI with Unified Text and Image Masking (arxiv.org)
                         [2111.15664] OCR-free Document Understanding Transformer (arxiv.org)

Donut

https://arxiv.org/pdf/2204.08387.pdf
https://arxiv.org/abs/2111.15664


Challenges in Document AI & Motivations

1. The correlation between image and text is very strong in document data

Classical Vision-Language
text are usually high-level description 

of the vision data
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Challenges in Document AI & Motivations

1. The correlation between image and text is very strong in document data

Classical Vision-Language
text are usually high-level description 

of the vision data

Document AI
1-to-1 correspondence between text 

tokens and image regions

Previous Document AI works
• Mostly use 1D or 2D 

positional embeddings
• Indirect & Insufficient

V.S.



Challenges in Document AI & Motivations

2. Document AI tasks are diverse
Document Classification:
What is the type of the document?

Document QA:
What is the address of Philip Morris 
Companies Inc?

Layout Detection:
Where is the signature?

Information Extraction:
Document serial number: 2048180205

…

Previous approaches:
Need a different model head for each task.

Customized Document Image Generation



Challenges in Document AI & Motivations

3. Self-supervised pretraining tasks in previous works were not specifically 
designed for  Document AI.

• From single modality pretraining:

- Masked Language Modeling (text)

- Masked Image Modeling (vision)

• From classical VL training:

- Text-Vision contrastive learning



Challenges in Document AI & Motivations

4. Previous works only used unlabeled document data*. Diverse and 
abundant supervised data are ignored.

*Some works, e.g. LayoutLM, use one anxuliarry task in pretraining 

Document Classification:
What is the type of the document?

Document QA:
What is the address of Philip Morris 
Companies Inc?

Layout Detection:
Where is the signature?

Information Extraction:
Document serial number: 2048180205

Supervised Data

RVL-CDIP

WebSRC, VisualMRC, 
DocVQA, InfographicsVQA, 

WTQ

DocBank, KLC, 
PWC, DeepForm

PublayNet

Document NLI:
Predict the “entailment” or not between a 
sentence pair given a document

TabFact

Dataset



UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



1. The layout-induced vision-text embedding: leveraging the 
strong correlation between text and vision modality.

UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



2. UDOP (i-Code Doc) is a generative framework
• Can model all existing document understanding and 

document generation tasks with one unified model

UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



3. Novel pretraining framework
• Self-supervised pretraining objectives specifically designed for Document AI

UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



3. Novel pretraining framework
• Self-supervised pretraining objectives specifically designed for Document AI
• Included previously-ignored supervised data for pretraining

UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



4. High-quality controllable document generation 

UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing
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UDOP (i-Code Doc): Unifying Vision, Text, and 
Layout for Universal Document Processing



A Unified Vision, Text, and Layout Encoder
Definition of Notations

Or formally, first define the layout indicator function

Layout-Induced Vision-Text Embedding



A Unified Vision, Text, and Layout Encoder

Layout Tokens

Convert bounding box coordinates to discretized tokens 

🡪 

• Convenient for location detection tasks: layout 
token generation

• Integrating layout modeling in pretraining

(Assuming layout vocab size 500)

Layout-Induced Vision-Text Embedding



Vision, Text, and Layout Decoder

Text-Layout Decoder: Generate textual sequence/layout tokens
Vision Decoder: Generate document images 
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Pretraining
Self-supervised Pretraining
Use “Ship Date to Retail: Week of March 14, 1994” as example

(1) Joint Text-Layout Reconstruction (2) Layout Modeling

(3) Visual Text Recognition



Pretraining
Self-supervised Pretraining

(4) Masked Image Reconstruction with Text and Layout The original Masked AutoEncoder 
(MAE) design (He et al.)



Pretraining
Supervised Pretraining: Unifying All Tasks into the Generative Scheme 



Pretraining
Supervised Pretraining: datasets

Document Classification:
What is the type of the document?

Document QA:
What is the address of Philip Morris 
Companies Inc?

Layout Detection:
Where is the signature?

Information Extraction:
Document serial number: 2048180205

Supervised Data

RVL-CDIP

WebSRC, VisualMRC, 
DocVQA, InfographicsVQA, 

WTQ

DocBank, KLC, 
PWC, DeepForm

PublayNet

TabFact

Dataset

Document NLI:
Predict the “entailment” or not between a 
sentence pair given a document



Pretraining
Model Configuration:

• Unified Encoder + Text Layout Decoder: T5 large
• Vision Decoder: MAE-large
• 794M parameters

Curriculum Learning:
Image resolution 224 🡪 512 🡪 1024
Train with each resolution with 1 epoch
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Evaluation

MSRA

MSRA
MSRA



Evaluation

MSRA
MSRA
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Document image editing & customization with i-Code Doc

Original Document



Edited Document With Customized Content

Document image editing & customization with i-Code Doc



Original Document

Document image editing & customization with i-Code Doc



Edited Document Layout

Document image editing & customization with i-Code Doc



Original Document Edited Document

Document image editing & customization with i-Code Doc



Original Document Edited Document

Document image editing & customization with i-Code Doc
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Answer Localization for Document QA

Note that VisualMRC dataset (the 
shown example) only provides 
paragraph-level answer locations



How effective is the vision modality?

Infographic VQA (InfoVQA)

DocVQA

Yes, the vision 
modality is effective on 

vision-dependent 
dataset

The answer can be found in OCR annotations



Ablation Study

Self supervised pretraining is already competitive:



Conclusion

• Unified representations and modeling for vision, text and layout modalities in 
document AI.

• Unified all document tasks to the seq2seq generation framework.

• Combined novel self-supervised objectives with supervised datasets in 
pretraining for unified document pretraining.

• UDOP can process and generate text, vision, and layout modalities together, 
which to the best of our knowledge is first one in the field of document AI.


