
Learning from Noisy Labels with Decoupled Meta Label Purifier

Yuanpeng Tu1 , Boshen Zhang2, Yuxi Li2, Liang Liu2, Jian Li2,
Yabiao Wang2, Chengjie Wang2,3†, Cai Rong Zhao1†

1 Tongji University, 2 Tencent Youtu Lab, 3 Shanghai Jiao Tong University
Corresponding authors. Email: zhaocairong@tongji.edu.cn, jasoncjwang@tencent.com



Motivation

[1] Learning to Purify Noisy Labels via Meta Soft Label Corrector. AAAI21.
[2] Meta Label Correction for Noisy Label Learning. AAAI21.

VS

Coupled Optimization Methods

Decoupled Optimization MethodsWhich one is more suitable for LNL?



Motivation

＜

Conclusion: Previous coupled meta label purifier is sub-optimal in terms of both model weights and labels.



Training Data Matrix:

Least Square Method

Optimal Solution of Train set

Classification on Val set

Minimize Discrepancy

Update Noisy Labels

Update Noisy Labels

Intrinsic Primary Correction
Extrinsic Auxiliary Correction

Framework



Dataset
Simulated Noisy Dataset: CIFAR-10/100

Real-world Noisy Dataset: Clothing1M



Symmetric Noise on CIFAR-10/100

Asymmetric Noise on CIFAR-10



Real-world Clothing1M

Component Analysis

Generality of DMLP



Comparison against other coupled purifiers 
with pre-training.



Effect of different feature 
representation for purification

Effect of validation size

Performance under extremely noisy setting
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https://github.com/yuanpengtu/DMLP


