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Key Innovation

(a) Pre-trained Vision-Language Models (VLMs) build a bridge between the visual and textual domains.

(b) Bidirectional Knowledge Exploration (BIKE) for video recognition.
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n CLIP: A Web-scale Pre-trained Vision-Language Model

400M image-text pairs for pre-training

Radford, Alec, et al. “Learning transferable visual models from natural language supervision.” 
International Conference on Machine Learning. PMLR, 2021.

Background：CLIP



Existing Works

Vision-Only Paradigm: Traditional video recognition 

CLIP Pre-trained Visual Encoder

Limited performance on 
zero/few shot scenario 



Existing Works

CLIP Pre-trained Visual Encoder

CLIP Pre-trained Textual Encoder

Vision-Text Paradigm: Category Embedding as Classifier

Have we fully utilized the knowledge
of VLMs for video recognition?



Our BIKE

Bidirectional Knowledge Exploration (BIKE) for video recognition.

Video-to-Text direction

Text-to-Video direction



Our BIKE



Learning Objectives

Video branch

Total Loss

Attributes branch



Experiments

n Experimental results:

l Comparison to the state-of-the-art methods on action recognition.

l Comparison on multi-label video recognition.

l Comparison on few-shot video recognition.

l Comparison on zero-shot video recognition.

n Datasets:

l Kinetics-400: ~240K videos across 400 action categories; 

l Kinetics-600: ~480K videos from 600 action categories;

l UCF-101: 13,320 videos, 101 realistic action categories;

l HMDB-51: 6,849 videos, 51 action classes.

l ActivityNet-v1.3: 19,994 untrimmed videos, 200 activity categories;

l Charades: 10K videos, 157 action classes.



Experimental Results

Results on ActivityNet dataset

Results on Charades dataset

n Comparisons with SOTAs on Action Recognition Results on Kinetics-400 dataset



Experimental Results
n Comparisons on few-shot action recognition across four video datasets.

n Comparisons on zero-shot video recognition across four video datasets.

∗ denotes randomly selecting half of the test dataset’s classes for evaluation, repeating the 
process ten times, and reporting the mean accuracy with standard deviation.



Visualization

Visualization of (Top) temporal saliency and (Bottom) attributes.



Conclusion

Ø We propose a novel framework called BIKE that explores bidirectional 
knowledge from pre-trained vision-language models for video recognition.

Ø In the Video-to-Text direction, we introduce the Video-Attributes 
Association mechanism to generate extra attributes for complementary 
video recognition.

Ø In the Text-to-Video direction, we introduce the Video Concept 
Spotting mechanism to generate temporal saliency, which is used to yield 
the compact video representation for enhanced video recognition.

Ø Our BIKE achieves state-of-the-art performance in most scenarios, e.g., 
general, zero-shot, and few-shot recognition.
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