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Overview

• MVD is a self-supervised video representation learning method.
• We study how to design better target features for masked video modeling.
• MVD reconstructs high-level features encoded by pretrained image&video models.
• MVD achieves SoTA on various video downstream tasks.



Masked Video Modeling (MVM)

• A paradigm for self-supervised learning:
•  reconstructs features of masked input regions (patches).

• Previous works: reconstruct low-level features of masked patches.
• raw pixels, HOG features ...

How to design better reconstruction targets for MVM?



Masked Video Distillation

High-level Features as targets of MVM

Pretrained Encoder  as a teacher

First Stage:

Second Stage:

MIM or MVM pretraining



 Comparison between different teachers

• Image teachers: ViT pretrained on IN-1K with Masked Image Modeling (MIM)
• Video teachers:  ViT pretrained on K400 with Masked Video Modeling (MVM)

Students distilled with different teachers exhibit different properties



Spatial-temporal Co-teaching

Masked Video Distillation (MVD) Framework



 Comparison between different teachers

• Image teachers: ViT pretrained on IN-1K with Masked Image Modeling (MIM)
• Video teachers:  ViT pretrained on K400 with Masked Video Modeling (MVM)

Co-teaching outperforms distillation with one single teacher in MVD



 Comparison with VideoMAE

MVD outperforms VideoMAE by clear margins across different model scales



 Comparison to State-of-the-art

Kinetics-400

Something-Something v2

UCF-101 & HMDB-51

AVA v2.2



Visualization of teachers’ features on videos

Video teachers capture more temporal difference



Conclusion

• MVD is a two-stage masked video modeling framework.
• Students distilled with different teachers show different properties.
• Combining image and video teachers with co-teaching achieves higher 

performance.
• MVD outperforms previous MVM methods at different model scales.
• MVD achieves SoTA on various video downstream tasks.

Code & pretrained models are available on GitHub!
https://github.com/ruiwang2021/mvd


