
GeoMVSNet: Learning Multi-View Stereo 
with Geometry Perception 

Zhe Zhang1, Rui Peng1, Yuxi Hu2, Ronggang Wang1*

2CUHK, Shenzhen

1Peking University

THU-PM-086



Overview
Multi-View Stereo (MVS) aims to reconstruct the 3D model of objects or scenes from multiple overlapping images.
Autonomous Driving, Augmented Reality & Virtual Reality, Metaverse, Robotics, etc.

① Geometric prior guided feature fusion
② Probability volume geometry embedding
③ Frequency domain filtering

+ Curriculum learning
④ Depth distribution similarity loss

+ Gaussian-Mixture Model

GeoMVSNet
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01 Motivation

CasMVSNet [1] (CVPR 2020)

Cascade-based architecture

ü coarse-to-fine, reduce computational complexity

✗ valuable insight contained in early stage

Recent methods

✗ sophisticated external dependencies

✗ do not fully exploit geometric clues embedded in the scenarios

MVSFormer [2] (TMLR 2023)

geometric information

[1] Gu Xiaodong, et al. "Cascade cost volume for high-resolution multi-view stereo and stereo 
matching." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition (2020).

[2] Cao Chenjie, et al. "Mvsformer: Learning robust image representations via transformers and 
temperature-based depth for multi-view stereo." Transactions of Machine Learning Research (2023). 4
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02 Methods
2.1 Geometry Awareness for Robust Cost Matching 

Geometric prior guided feature fusion
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ü strengthen the discrimination and structure of features
ü solid foundation for robust aggregation
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02 Methods
2.1 Geometry Awareness for Robust Cost Matching 

Probability volume geometry embedding

Ref. image

(a)

(b)

:

Probability volumes geometry embedding
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𝑃 represent the possibility that the depth of a certain 
pixel attaches to a depth hypothesis (Plane Sweeping).

X = (u − u0)Z
fx

Y = (v − v0)Z
fy

Z = Prob ({m} ← M )

3D convolution → 2D lightweight regularization network
+

3D “position maps”

✗

ü use depth-wise conv. instead of full 3D conv. to make the 
pipeline more efficient

ü use geometric prior to compensate the reconstruction quality
ü w/o external overload

--- from CVPR reviewers
6
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02 Methods
2.2 Geometry Enhancement in Frequency Domain 

7
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02 Methods
2.2 Geometry Enhancement in Frequency Domain 

✗ serve misestimations in coarse stages
e.g. infinite sky, areas near the edge of the image

✗ RGB-guided depth refinement 
reduce the satisfaction of geometric consistency constraints

👓 a nearsighted person can still perceive a scene well without 
glasses, even if the texture details cannot be seen clearly 

ℱℓ(u , v) =
W−1

∑
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H )
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WH
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Qℓ(dℓ) ∝ Wℓ(dℓ) "(dℓ) , dℓ ∈ Dℓ

Frequency domain filtering

Curriculum learning strategy

remove the complex and incomprehensible knowledge 
while avoiding producing more learning parameters 

embed coarse geometric priors into finer 
stages from easy to difficult 

8
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02 Methods
2.3 Mixed-Gaussian Depth Distribution

(a)

(b)

(c)

Reference image Depth GT
Num.
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Num.

Full-scene depth distribution • uniform depth distribution 
• inverse depth space 
• multi-modal depth distribution 

pixel-wise

random variable depth value 𝑑

Gaussian-Mixture Model (GMM) !(d; μi, σ2
i )

PauTa Criterion (3𝜎)

L osspw = ∑
z∈Ψ

(−PGT(z) log[P(z)])

L ossdds =
M′ 

∑
m=0,z∈Υ

p̃(z) (log p̃(z) − log %GT(z))

Υ = Ψ ∩
K

⋃
i=1

{(μi − 3σi, μi + 3σi)}

Full-scene depth distribution similarity loss

9
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03 Experiments
3.1 Benchmark Performance 

DTU Dataset GeoMVSNet estimates accurate depths and complete point clouds, especially for the geometry 
structures of the subject, and high-frequency clutter textures are well suppressed.

10
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03 Experiments
3.1 Benchmark Performance 

Tanks and Temples Dataset GeoMVSNet ranks 1st on the T&T-Advanced set (Oct. 2022 - PRESENT). 
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03 Experiments
3.2 Ablation Study 
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04 Future Work

Limitation
p still increase the complexity of the cascade-based architecture (fusion network & prob. embedding)

p geometric clues for reference view only

Future Work
p explicitly modeled geometry extensions for un/self-supervised MVS frameworks

p skip (or replace) the complex intermediate cost volume

p multi-plane image/depth representation

p integrate with Nerf/Neus…

13
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