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Scenario



Lossy Image Compression
Rate-distortion theory background. 
Rate: number of bits (bit-rate) required to store outcomes x of a random variable X
Distortion: Reconstruction quality (e.g., PSNR, MS-SSIM)

Formulation of Learned Compression Models



Backdoor Attack

Backdoor Attack

• Poisoning. Inject backdoored data X* (e.g., incorrectly labeled images) into the training dataset. Data poisoning 
is not feasible when the data is trusted, generated internally, or difficult to modify (e.g., if training images are 
generated by secure cameras). 

• Trojaning and model replacement. This threat model assumes an attacker who controls model training and has 
white-box access to the resulting model.



Adaptive Frequency Trigger 



Attack Objectives & Backdoor Loss 



Training Stage & Attack Stage



Results of attacking compression results



Results of attacking downstream semantic segmentation
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Results of attacking for good: : privacy protection for facial images



Backdoor-injected model with multiple triggers 

• Bit-rate (BPP) attack
• Quality reconstruction (PSNR) attack
• Downstream semantic segmentation (targeted attack)

Ø Car To Road 
Ø Vegetation To Building



Resistance to Defense Methods 



Thank you!


