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Overview of RangeViT

Can 3D LiDAR semantic segmentation benefit from the latest improvements on Vision 
Transformers?
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Overview of RangeViT

Can 3D LiDAR semantic segmentation benefit from the latest improvements on Vision 
Transformers?

Yes, with RangeViT: a simple ViT-based point cloud segmentation method.

● Exploits the strong representation learning capacity of ViTs for LiDAR segmentation.
● Unify architectures in LiDAR and image domain ⇒ Any advance in one domain benefits 

to both.
● Leverages ViTs pre-trained on large RGB image datasets for LiDAR segmentation.
● Strong LiDAR segmentation results ⇒ Surpasses prior projection-based methods.
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Motivation

Can 3D LiDAR semantic segmentation benefit from the 
latest improvements on Vision Transformers?

Yes, with RangeViT!

● Simple ViT-based point cloud segmentation method.

● Same ViT backbone (and pre-trained weights) as in 
the image domain.
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Motivation

Can 3D LiDAR semantic segmentation benefit from the 
latest improvements on Vision Transformers?

Yes, with RangeViT!

● Simple ViT-based point cloud segmentation method.

● Same ViT backbone (and pre-trained weights) as in 
the image domain.

● ViT tokenization adapted for LiDAR data.

● Fast point cloud processing by 2D range projection.
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Overview of RangeViT
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Overview of RangeViT

What makes an effective ViT architecture for 3D LiDAR segmentation?
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Use non-linear convolution stem

Convolutional Stem



13

Use non-linear convolution stem

Convolutional Stem
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Use non-linear (UpConv) decoder 

  UpConv Decoder
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Use non-linear (UpConv) decoder + 3D Refiner 

  UpConv Decoder
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Use non-linear (UpConv) decoder + 3D Refiner 

  UpConv Decoder
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What patch-size for range image “tokenization”?
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What patch-size for range image “tokenization”?
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Exploiting image-pre-trained ViTs for LiDAR segmentation
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Is pre-training on RGB images beneficial?

DINO: self-supervised pre-trained on ImageNet1k. IN21k: supervised on ImageNet21k. 

Cityscapes: supervised on ImageNet21k + supervised on Cityscapes. 

Image-pretrained ViTs improve LiDAR segmentation performance and training efficiency.
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Which ViT layers are better to fine-tune?

DINO: self-supervised pre-trained on ImageNet1k. IN21k: supervised on ImageNet21k. 

Cityscapes: supervised on ImageNet21k + supervised on Cityscapes. 

Partial fine-tuning of ViT backbone. 
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Which ViT layers is better to fine-tune?

DINO: self-supervised pre-trained on ImageNet1k. IN21k: supervised on ImageNet21k. 

Cityscapes: supervised on ImageNet21k + supervised on Cityscapes. 

Partial fine-tuning of ViT backbone. 
The best results are achieved when the attention layers remain frozen.
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Transferring to LiDAR segmentation: ViTs vs ResNet

†: pretrained and fixed encoder
ViT-S and ResNet50 encoders pre-trained on IN21k.

Image-pre-trained ViTs are more effectively transferred than ResNets.
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Comparison to the state-of-the-art

RangeViT outperforms prior projection-based segmentation methods,
reducing the gap with the strong voxel-based Cylinder3D method.
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Conclusions

● RangeViT surpasses prior projection-based methods.

● Unifies architectures in the LiDAR and image domains. ⇒ Any advance in one domain benefits both.

● ViTs pre-trained on RGB images can be effectively transferred for LiDAR point cloud 
segmentation.
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We thank you very much for your attention!


