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Motivation

▪ Scene understanding for self-driving

▪ Learning-based methods



3

Motivation

▪ Expensive data annotation

▪ Learn from data
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Our Approach (TARL)
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Scan Aggregation
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Scan Aggregation
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Temporal Views
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Ground Removal
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Ground Removal
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Clustering
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Temporal Views
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Temporal Views
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Temporal Segments Discrimination
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Segment Pooling

𝑺𝒕 𝑺𝒕+𝒏



15

Temporal Segments Discrimination
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Implicit Clustering
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Implicit Clustering
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Implicit Clustering
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Our Approach (TARL)
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Less Labels and Better Results

Pre-training and fine-tuning on 
SemanticKITTI for semantic segmentation

10% labels
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Less Labels and Better Results

Pre-training and fine-tuning on SemanticKITTI
for panoptic segmentation
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Better Than Supervised Pre-Training

Pre-training on SemanticKITTI and fine-tuning 
to nuScenes for semantic segmentation
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Better Than Supervised Pre-Training

Pre-training on SemanticKITTI and fine-tuning 
to nuScenes for panoptic segmentation
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Scratch 100% labels

TARL 10% labels
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Summary

▪ Representation learning method for LiDAR data

▪ Learn a representation consistent across time

▪ Requires 1/10 train data for semantic segmentation

▪ Better performance than supervised pre-training

Code Paper
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Code Paper


