
Consistent-Teacher: Towards Reducing 
Inconsistent Pseudo-targets in Semi-
supervised Object Detection



Background: Traditional Semi-Supervised Detector Pipeline

Almost the same with classification



https://paperswithcode.com/sota/semi-supervised-object-detection-on-coco-10

ConsistentTeacher: A SOTA Semi-Supervised Detector 

Our Mean-
Teacher 
Baseline



Motivation: Pseudo-label evolvement in traditional SSOD

The metal board is 
surprisingly predicted 
as a bear by a 
traditional semi-
supervised object 
detector



Motivation: Pseudo-label drifting in traditional SSOD

Accumulated bias

Training and testing loss on unlabeled images

Training loss

Testing loss



Pseudo-label evolvement in traditional SSOD



Reasons of pseudo-label drifting

Teacher

Student

Human Prior

Generate 
pseudo-labels Accumulate weights



Suspicious assignment Incorrect assignment Biased prediction

Pseudo-label drifting in traditional SSOD

Pseudo bounding boxes

Ground truth bounding boxes



Adaptive pseudo-label assignment

Teacher

Student

Generate 
pseudo-labels Accumulate weights

• Man thinks; God laughs.
• 治在无为



Adaptive pseudo-label assignment

Total Loss Function

Adaptive assignment

Adaptive assignment



Adaptive pseudo-label assignment

• Large improvement 
over the baseline

• Twice as much gain as 
in supervised learning



Pseudo-label drifting in traditional SSOD

Pseudo bounding boxes

Ground truth bounding boxes

Strong Oscillation Accumulated Bias



Task inconsistency in SSOD

• Similar classification score
• Diverse bbox boundaries
• Independent classification 

& regression tasks

Classification Branch

Regression Branch



3D Feature Alignment

• Align Regression and Classification tasks

• Implicit solution of a pyramidal Rubik's Cube

• End-to-end optimization



More aligned Cls-Reg tasks in SSOD

• More aligned cls & reg tasks

• Further improvement over FAM-2D

• Twice as much gain as in supervised 
learning



Score threshold inconsistency

T=20K

• Temporally inconsistent target

• Sensitive to noise

• Underfit at first, overfit at last



Pseudo-label score distribution as GMM

Score distribution as GMM

Dynamic score threshold



Number of pseudo labels in semi-supervised object detection

Number of pseudo labels Score threshold dynamics



Performance of GMM

• Free from hyper-
parameter tuning

• Increase over best hard 
threshold



State-of-the-art comparison on partial COCO 



State-of-the-art comparison on additional COCO 



State-of-the-art comparison on partial VOC 


