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1 Minute Summary
Federated Active Learning(FAL): Select informative samples from client's 
unlabeled dataset, annotate via Oracle, and use for learning

The superiority of global and local models as query selectors in federated 
active learning stems from inter-class diversity at both global and local levels

We propose LoGo, simultaneously leverages local-only and global models, to 
be robust to varying heterogeneity levels and global imbalance ratios

Our experimentation involved 38 total experiment settings conducted on five 
datasets, encompassing seven active learning strategies including our novel 
LoGo algorithm 

Federated active learning involves the presence of two query selectors: a 
global model and a local-only model
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Two Query Selector: Global & Local-only
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Superiority of Two Query Selectors

We observe superiority changes 
in varying benchmarks and 

heterogeneity levels
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Our Observations

[Observation 1] The superiority of local-only and global query-selecting models varies 
according to the degree of local heterogeneity and global imbalance ratio



Our Observations

[Observation 2] As local heterogeneity increases, a local-only query selector is preferred due 
to the increased significance of local inter-class diversity



Our Observations

[Observation 3] As the degree of global class imbalance increases, it is more advantageous to 
exploit a global model that alleviates the global class imbalance



Our Method LoGo

𝑈"

Local-only

Macro Step



Our Method LoGo

𝑈"

Local-only Global

Macro Step Micro Step



Quantitative Evaluation

Our experimentation involved 38 total experiment settings conducted on five datasets, 
encompassing seven active learning strategies
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https://github.com/raymin0223/LoGo

Codes and more results at

Thank you for listening! 👍


