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Inherent asynchronous relationship

Random jitters 

[1] BEAT: A Large-Scale Semantic and Emotional Multi-Modal Dataset for Conversational Gestures Synthesis.

[2] https://www.huaweicloud.com/product/cbs/digitalhuman.html



Gesture examples

Pipeline



•Problems :
• Random jittering

• Inherent asynchronicity with speech

Motivation

•Goal:
• Solve jittering problems, such as grabbing hands or pushing glasses

• Better alignment of speech and gestures

• Further improve the quality of gesture generation



Contribution 

•A novel quantization-based motion matching framework for 
speech-driven gesture generation.

•Align diverse gestures with different speech using 
Levenshtein distance.

•A phase guidance strategy to select optimal audio and text 
candidates.



Approach

Overall



Approach

• Gesture VQ-VAE
• Encode the joint sequence

Gesture VQ-VAE
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• Decoder

• Loss function

• vq-wav2vec

• Sentence-BERT



Ranking 
weighting

Approach

Initial/Previously searched pose
Quantized pose database

Sort using 
Euler distance

Current segment audio
Quantized audio database

Current segment audio
Text database

gC
72 320 511…

Sort using 
Levenshtein distance

aC
34 50 96…

Sort using 
Cosine distance

tC
784 425 37…
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Approach

Phase manifold of 
the seed code

Phase manifold of 
the candidate

• Encode the joint sequence ( )pEL G
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• Periodic parameters

• Loss function



Experiments

•Dataset and processing
• BEAT dataset

• 15 joints corresponding to the upper body

• 8:1:1 by training, validation, and testing

• Experiment setup
• VQ-VAE: ADAM optimizer (learning rate is e-4, β1 = 0.5, β2 = 0.98). Batch size 

128. 200 epochs. β= 0.1, α1= 1, α2= 1. Down-sampling rate is 8. T = 240.

• Motion matching: Window lengths is 4 pose codes. d=32. 

• Phase guidance: AdamW optimizer (weight decay 10−4). Batch size 128. 100 
epochs. Phase channels M is 8. Nphase = 8, Nstride = 3.



Evaluation

• Our method outperforms all existing methods in an objective evaluation.

• Compared to the best baseline model (StyleGestures), our method significantly improves 
human-likeness and appropriateness, with no significant difference in appropriateness 
compared to ground truth (GT).





Ablation Studies

• Without wavvq but use WavLM instead
• All metrics deteriorate.

• Without audio or text
• FGD metric increases, Hellinger distance average decreases

• Without phase guidance
• Objective evaluations changed insignificantly, and subjective evaluations became worse

• Without motion matching but use GRU instead
• Subjective evaluation results are the worst





Conclusion

• Employing discrete gestures encoding
• Address random jittering

• Levenshtein distance based on audio quantization 
• Solve the issue of speech and gesture asynchrony 

• Motion matching model inflexibility

•Phase-guided gesture generation
• Switching candidates based on speech and text
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