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Pathology Whole Slide Image (WSI)
• Lack of patch level annotation (generally slide level diagnosis label will be given) 

• Large scale of resolution pixels (hindering parallel training)



Related Works
• Focus on WSI architecture: CLAM [1], TransMIL [2] …

• Utilize Self-supervised Learning, and multi-scaling: DS-MIL [3], HIPT [4]…

[1] Ming Y Lu, et, al. Data-efficient and weakly supervised computational pathology on whole slide images. Nature Biomedical Engineering 2021.
[2] Zhuchen Shao, et, al. Transmil: Transformer based correlated multiple instance learning for whole slide image classification. NeuIPS 2021.
[3] Bin Li, et, al. Dual-stream multiple instance learning network for whole slide image classification with self-supervised contrastive learning. CVPR 2021.
[4] Richard J. Chen and et al. Scaling vision transformers to gigapixel images via hierarchical self-supervised learning. CVPR 2022.
Figures in this slide are collected from above papers.



The Proposed Method

• Distilling WSI into simplified bag 

Variational information bottleneck is a useful attributing tool to find the  

minimal sufficient statistical of WSI.

• Fine-tuning pretrained backbone (after ImageNet transfer or SSL)

utilizes less than a 1% fraction of full patch annotation

• Versatile training-time augmentations

e.g. Color jitter, rotation are the most common simulation to the variants for 

digital pathology slides.



The Proposed Method
• Overview of framework



The Proposed Method
• WSI-MIL definition (original methods)

[1] Zhuchen Shao, et, al. Transmil: Transformer based correlated multiple instance learning for whole slide image classification. NeuIPS 2021.
Figures in this slide are collected from above paper.



The Proposed Method
• Information Bottleneck for MIL sparsity

[1] Alexander A. Alemi, Ian Fischer, Joshua V. Dillon, and Kevin Murphy. Deep variational information bottleneck. ICLR 2017



The Proposed Method
• stages



Experiments
• Datasets

Camelyon-16 [1]: public, metastasis detection in breast cancer

TCGA-BRCA [2]: public, breast invasive carcinoma cohort

LBP-CECA : our private data, cytology for cervical cancer

Camelyon-16-C [3]: generated with random synthetic domain shift

Camelyon-17 [4]: public, metastasis detection in breast cancer

• Runtime, implementations

[1] Babak Ehteshami Bejnordi, et, al. Diagnostic assessment of deep learning algorithms for detection of lymph node metastases in women with breast cancer. 
Jama 2017.
[2] Nicholas A Petrick, et, al. Spie-aapm-nci breastpathq challenge: an image analysis challenge for quantitative tumor cellularity assessment in breast cancer 
histology images following neoadjuvant treatment. Journal of Medical Imaging 2021.
[3] Yunlong Zhang, et, al. Benchmarking the robustness of deep neural networks to common corruptions in digital pathology. MICCAI 2022.
[4] Geert Litjens, et al. 1399 h&e-stained sentinel lymph node sections of breast cancer patients: the camelyon dataset. GigaScience 2018.





Experiments



Experiments
• Ablations and visualizations

fine-tuning learning rate

3-stages results.



Experiments
• Ablations

Top-k and beta selection during VIB training.
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