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Overview
• Combine Siamese networks with cross-attention mechanism in DETR.
• Two newly-designed self-supervised pretext tasks.
• Multi-View Region Detection
• Multi-View Semantic Discrimination

• Siamese DETR outperforms its counterpart with multiple DETR variants on the 
COCO and PASCAL VOC benchmark.



Introduction & Motivation
• Objective: Design a self-supervised learning approach for DETR pretraining to 

alleviate the massive appetite for labeled data in training DETR.
• Existing self-supervised learning approaches cannot be extended to DETR 

effectively (e.g., SimCLR, MoCo).
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Introduction & Motivation
• Several recent attempts (e.g., UP-DETR, DETReg) follows a single-view paradigm 

(see a), ignoring the ability of learning view-invariant representation.
• Siamese DETR learn view-invariant and detection-oriented representation through 

two pretext tasks (see b).
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View Construction
• Generate two views based on an IoU-constrained policy.
• Generate two rectangles and keep their IoU larger than a threshold.
• Crop two rectangles and apply augmentations (following SimSiam).
• Generate offline object proposals with Edgeboxes in the overlapping area. 
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Cross-View Learning
• We propose Multi-View Cross-Attention for multi-view representation learning.
• E.g., cross-attention from view 𝑥! to 𝑥":
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Here, "𝑞" are supposed to be semantically consistent with the corresponding region 
features 𝑧! on view 𝑥!. 



Learning to Locate
• Locate the region in view 𝑥" that is relative to the region feature 𝑧!.
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Learning to Discriminate
• Global discrimination

• Regional discrimination image 𝑥
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Experiments
• MS-COCO benchmark (ImageNet -> COCO)

• PASCAL VOC benchmark (ImageNet -> VOC / COCO -> VOC)
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Thanks for your watching!


