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Proposed Approach
• To deal with a wide range of facial blemishes, we exploit the merits of both encoder-

decoder and generator architectures by seamlessly integrating them into a unified 
framework to progressively remove blemishes.

• A blemish-aware attention module is incorporated to enhance the collaboration 
between the components by refining the intermediate features that are transferred 
among the components.

• We leverage unpaired training data to regularize the proposed framework, which 
effectively reduces the dependence on paired training data.

2



Structure of BPFRe
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• An encoder-decoder architecture is applied at the first stage to perform coarse 
retouching. At the second stage, we modify the generator architecture of 
StyleGAN to operate on the multi-scale intermediate features of the decoder and 
render an image with finer details.

• Two blemish-aware attention modules are incorporated between the encoder 
and decoder, and between the decoder and generator, respectively.



Structure of BPFRe
• Blemish-aware attention module
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Structure of BPFRe
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• First stage: coarse retouching.



Structure of BPFRe
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• Second stage: details retouching. Second stage



Leveraging unpaired training data
• For blemish images

Making the discriminator focus on identifying blemish regions



Leveraging unpaired training data
• For blemish images

Guiding the generator to remove blemish and deceive the discriminator



Training Loss
• Blemish-aware attention modules
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• Coarse retouching
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• Details retouching

where +𝑥 represents the output of decoder 𝐷;*%&, 𝜙 · denotes the 
pretrained VGG network.
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where 2𝑥 represents the output of generator 𝐺, 𝐷;1)% denotes the pixel-level discriminator, ℳ is blemish mask.



Visualization of retouching process
• Visualization of attention maps and corresponding retouching results at the two stages of BPFRe

first stage second stage



Hard Sample
• We evaluated BPFRe and the competing methods on the selected FFHQR images with 

large pose, occlusion and dim illumination.
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Generalization ability
• Additional synthesis results of BPFRe and the competing methods on in-the-wild face 

images

Input GPEN MPRNet BPFRePix2pixHD AutoRetouch



Applied to Image Inpainting
• The attention-guided two-stage architecture is applied to image inpainting



Conclusion
• We propose an attention-guided progressive face retouching 

framework to remove blemishes naturally and synthesize high-fidelity 
content.

• We design a two-stage structure to exploit the merit of the U-Net 
architecture in restoring the image details and that of the GAN 
generator architecture in generating realistic images.

• The core idea is to explicitly suppress blemishes when transferring the 
intermediate features from the encoder to the decoder, and from the 
decoder to the generator

• We adopt a blemish-aware attention module to learn the weighting 
maps
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