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● We propose LART for recognizing people monocular videos
using 3D representations and contextual appearance .

● First, we track people in videos and use their SMPL 3D pose,
shape for 3D representations.

● For each people we also capture their appearance and scene
in a contextualized features extracted from MViT.

● We train a simple vanilla transformer on the tracks of
multiple people, to learn actions of each actors and also
learn to reason interaction between multiple actors.
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● Class wise comparison with our model and MViT, across
multiple classes our lagrangian framework model perform
better across multiple classes.

● Our model can also work only with 3D poses-tracks and having
continuous tracks over time allow us to perform over 10 mAP
better than previous STOA methods.● LART achivie SOTA performance on

AVA. AVA-Kinetics datasets.

● LART-Pose scales with number of
people in the scene to learn more
complex interactions.


