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Motivation

➢ In the recent two years, transformers that originated 

from NLP have become the de facto 

standard architecture of state-of-the-art vision models.

➢ The core building block of transformers, Scaled Dot-

product Attention (SDA), is a double-edged sword:
😊Modelling long range dependency

😊 Dynamic aggregation & in-context 

learning😭 Quadratic computational complexity

➢ There are several works that introduced sparse 

attention to reduce the computation burden of SDA, 

however, they use

o Handcrafted sparse pattern, such as (b) (c) 

(d)

o Or shared/query-agnostic sparse 

sampling/down sampling, such as (e)

➢ Can we have dynamic, query-aware sparse SDA?



ViT attention visualization:  https://epfml.github.io/attention-cnn/

DETR visualization :

➢ In fact, according to visualization of 
DETR (ECCV 2020) and ViT (ICLR 2021), 
the attention heatmap is
o Query-dependent
o Non-local

➢ We expect the sparse pattern better 
approximate the full attention

Motivation

https://epfml.github.io/attention-cnn/
https://colab.research.google.com/github/facebookresearch/detr/blob/colab/notebooks/detr_attention.ipynb


Methodology

➢ Coarse-to-fine scheme: Bi-
level Routing Attention 
(BRA)

➢ Simple & GPU-friendly 
Implementation via key-
value pair gathering

➢ Unlike masked attention, 
computation corresponding 
to zero-entries is skipped



Methodology

6

The eqaulity holds if and only if

Note: the complexity of (M, N, K) General Purpose Matrix Multiplication (i.e. M*K matrix 
multiply N*K matrix) is O(M*N*K)

Complexity analysis

➢ High-level intuition: lagrer S -> more regions 
& smaller region size -> FLOPs_routing   & 
FLOPs_attn   , there is a trade-off

➢ Scaling S according to Eq.(9) in the paper 
achives best trade-offf, and achieves 
a complexity of          as result.



Methodology

• We follow recent SOTAs to use a 
hierachical architecture design



Experiments

• BiFormer have achieved decent 
performance compared to recent 
SOTAs on image classification, object 
detection and semantic segmentation



Experiments

➢ Ablation studies
o The proposed sparse attention (BRA) outperforms other 

sparse attention mechanisms
o Increasing number of tokens to attend does not necessarily 

improve the performance, sometimes even hurts
o Besides the attention mechanism, we also incorporate 

several architecture designs to achive SOTA performance
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Limitation & Future Works

➢ Compared to sparse attention with handcrafted 
regular pattern (e.g. local window, axial stripes), 
BRA introduce an extra step to locate regions to 
attend (i.e. the routing step )
o Small computation overhead (FLOPs)
o More memory transactions (e.g. gather op)
o More GPU kernel launches

➢ Can be improved via engineering efforts such as 
kernel fusion

➢ Besides, there are also some interesting research 
problems, e.g. when the sparsity can be Ideally
utilized to accelerate the computation?
o Structured sparsity instead of random 

sparsity
o Arithmetic intensity matters



Conclusion

➢ We propose Bi-level Routing Attention (BRA), a novel dynamic, query-aware sparse variant of scaled dot-
product attention. It can achieve a complexity of          with proper region partition size.

➢ Using BRA as the core building block, we propose BiFormer, a family of vision transformers which achieve 
better FLOPs-Accuracy trade-off than existing sparse vision transformers.

➢ BRA does have  a limitation: the throughput does not  look as good as its FLOPs. Besides the engineering sides, 
there are also research opprtunities on how to sufficiently utilize the sparisty with hardware-awareness.

Paper Code

More details can be found  in our paper and code
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