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Can we combine text and image query?



Application

https://blog.google/products/search/multisearch/https://arxiv.org/pdf/1905.12794.pdf



Composed Image Retrieval

• Goal: (Query Image, Query Text)  => Target Image

• Query Text: Modification to query image

A person holding it.

I want this shirt, 
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Data Collection in Composed Image Retrieval

• Triplet: (Query Image, Query Text, Target Image)

Fashion-IQ

Find similar images
by product description

Is darker
colored and 

has a red design

Annotation

CIRR

Find similar images
by similarity of image features Annotation

A dog is inside a hole, 
not on grass

• Expensive!
• Dataset-specific bias



Zero-shot composed image retrieval

• Can we train composed image retrieval model without triplet?
• One model applicable to diverse retrieval tasks.

• Vision-language model (CLIP) pre-trained with image-text pairs
• Relationship between image and text



Limitation in supervised methods
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Idea: Represent image as a word token
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Mapping image into a word token
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How encoders are pre-trained?
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Find mapping        to a word token  so that contrastive loss is minimized! 



Mapping network training
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Training data : CC3M (Image only)



• Converting domain (ImageNet)
• Fashion attribute manipulation (Fashion-IQ)
• Object composition manipulation (COCO)
• General composition manipulation (CIRR)

Experiments



Composing with domain description
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R10, averaged over four test domains: Cartoon, Origami, Toy, Sculpture 

Retrieve images with corresponding domain and class 
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Fashion attribute composition
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R10, averaged over Dress, Shirt, TopTee
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Ours Text+
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Composing with object classes
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• Zero-shot composed image retrieval
• Image-Text pairs are enough for composed image retrieval

• Can we utilize image-text pair to training mapping network? 

Summary


