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Self Supervised Pretraining on ImageNet

Sample images from 
ImageNet[5]

Cropping[9]

Masking[10]



Large-scale Point Clouds in 3D

Background points are the majority!



Prior Approaches on Self-supervised Learning in 3D

Most methods focus on single 3D object

Point level reasoning

Scene level reasoning:
 ● Contrastive Learning

● Feature regression
 

● Contrastive learning



Prior Approaches on Self-supervised Learning in 3D



Approach Overview

Global semantic 
clustering (what is it?) 
and surface reasoning 
(what is its shape?) 
are complementary. 



Algorithm Outline
● We adopt teacher-student framework and the teacher network is a momentum encoder.



Training Supervision Creation

Leverage temporal information and regularities of autonomous driving scenes: 
● LiDAR frame stacking + ground points removal
● HDBSCAN clustering → temporal linked group IDs for contrastive clustering task 
● Random masking on local object point clusters
● Generate point queries near the target crops for implicit surface reconstruction task



Loss formulation



Experimental Results

Semantic Segmentation Fine-tuning Performance (mIoU) on SemanticKITTI (SK) and 
Waymo Open Dataset (WOD) with Subset of Labels



Experimental Results

3D Object Detection Fine-tuning Performance on sub-sampled KITTI Dataset (mAP_R11) 
with subset of labels



Ablation Study
Semantic Segmentation Fine-tuning Performance (mIoU) on SemanticKITTI 



Thank you!


