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Start point: flatness

• Flat minima can help to improve generalization and robustness
• How to find a flat minima in adversarial training?

train function test function

flat minimum sharp minimum

Jin, Gaojie, et al. " Randomized Adversarial Training via Taylor Expansion" CVPR 2023.



Start point: SWA

Izmailov, Pavel, et al. "Averaging weights leads to wider optima and better generalization." UAI 2018.
Jin, Gaojie, et al. " Randomized Adversarial Training via Taylor Expansion" CVPR 2023.

• SWA：save check points during training, utilize the average of 
checkpoints to update the weights 

• Other than SWA, can we use other methods to smooth weights 
during training?

May be not optimal in train setMay be optimal in test set



Randomized Adversarial Training via Taylor Expansion
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• Adversarial training
• Average checkpoints
• Smooth weights

• Taylor expand noisy weights, train on Taylor terms

0-th Taylor term

1-st Taylor term

2-nd Taylor term

Apply small noise to weights during
adversarial training, then train on these noisy
smooth weights method

efficiency

approximation: close first orders 
approximation: close second orders 



Empirical results
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• Auto Attack (AA): popular adversarial
attack method

TRADES

AWP-TRADES
• Compare with TRADES and AWP-

TRADES on CIFAR10/100

• Improvements on clean accuracy and
AA accuracy



Summary

• smooth weights

• Empirical support

Adversarial training
on weight distribution

SWA

1. Improve clean accuracy and adversarial robustness on Wide-Resnet

Adversarial training

Taylor expansion

Train on 0-th, 1-nd
and 2-rd Taylor terms

Jin, Gaojie, et al. " Randomized Adversarial Training via Taylor Expansion" CVPR 2023.

2. Ablation experiment on hyper-parameter
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