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Motivation

Existing problems:

• Encouraging the model to learn domain invariant features

• Avoiding spurious features

Our work:

• Solving domain generalization by exploring the character of the datasets.

• We attribute the domain generalization problem to the mining of hard or minority patterns under 

imbalanced patterns.

• We define a new concept, seed category, to promote model training by paying full attention to 

various patterns in the data set.

How to improve the generalization of DNN models?



Method

Preliminary

The objective of the domain generalization problem is 

minimizing the worst case (worst domain) classification loss.



Method

Identifying Pattern Imbalance

⚫ Data view

⚫ Model view

⚫ Optimization view
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Seed Category
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Dynamic distribution algorithm
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Experiments

Performance vs. seed category calculation methods

Efficiency of our method compared with baseline. PCMA represents peak CUDA memory allocated and 

TTR represents the time of a training round.



Conclusion

• We identify pattern imbalance generally existed in classification tasks and give a new definition of 

seed category, that is, the inherent pattern to recognize. 

• We further develop a dynamic weight distribution training strategy based on seed category to facilitate 

out-of-distribution performance. 

• Extensive experiments on several domain generalization datasets well demonstrate the effectiveness of 

the proposed method.
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