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• Talking head video generation
• Synthesize a talking head video with a given source identity and target 

motion.
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• The generated face obtained from existing method often has 
unexpected deformation and severe distortions.

Summary - challenges

Frontalization

Siarohin et.al. First order motion model for image animation. Advances in Neural Information Processing Systems, 32, 2019.
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• The generated face obtained from existing method often has 
unexpected deformation and severe distortions.
• The movement-relevant information is not explicitly disentangled, 

which restricts the manipulation of different attributes during 
generation.

Summary - challenges
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• The generated face obtained from existing method often has 
unexpected deformation and severe distortions.
• The movement-relevant information is not explicitly disentangled, 

which restricts the manipulation of different attributes during 
generation.
• The generated videos tend to have flickering artifacts due to the 

the sensitivity and inconsistency of the extracted landmarks.

Summary - challenges
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• Our method, PECHead, generates high-fidelity talking head videos 
enabling free control over the head pose and expression.

Summary
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• Mainstream works follow the self-supervised learning pipeline
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• Three challenges for existing methods
• Unexpected face distortions
• Difficult to decouple and manipulate the movement information
• Unnatural and flickering videos

Introduction
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• Challenges - Unexpected face distortions
• The learned landmarks-based approaches utilize the 2D learned landmarks 

without face shape constraints.
• The predefined landmarks-based methods model the motion using only 

the predefined facial landmarks, leading to the non-facial parts of the head 
(such as the hair and neck) are not well handled.

Introduction
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• Challenges - Difficult to semantically manipulate the movement
• All the movement information needs to be obtained via one single driving 

image.
• Hard to change the head poses or facial expressions of the source identity 

alone.

Introduction
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• Challenges - Unnatural and flickering videos
• Prior methods typically incorporate techniques to smoothen the extracted 

landmarks.
• However, the sensitivity and inconsistency of the extracted landmarks pose 

a challenge in achieving smoothness.

Introduction



Microsoft Research

• Contributions
• We propose PECHead, that generates high-fidelity face reenactment results 

and talking head videos, enabling free control over the head pose and 
expression in talking head generation.
• We incorporate the learned and predefined face landmarks for global and 

local motion estimation with the alignment module, which substantially 
enhances the quality of synthesized images.
• We introduce a video-based pipeline with the adaptation and propagation 

module to further improve the smoothness and naturalness of the results.

Introduction
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• Overview

Method
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• We first extract the face coefficients and predefined landmarks 
through R
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• Then, we estimate the learned landmarks through E with the head 
pose and expression as conditions.
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• The generator G takes the predefined and learned landmarks pairs 
to estimate the dense flow and generates the results.

Method
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• The Multi-Scale Discriminator D is utilized to encourage the 
generator G produce more realistic frames.

Method

source frame

source/driving frame source framepredefined landmarks learned landmarks

Resize

head pose expression

rec. driving frame

real/fake driving frame

driving frame

Feature Encoder Feature Decoder
Motion-Aware

Multi-Scale
Feature Alignment

Multi-Scale Patch Discriminator

Context
Adaptation and

Propagation

Face Shape Reconstructor Head Pose-Aware Keypoint Estimator

adapted
feature     

aligned
feature     

raw
feature     

adapted feature propagationraw feature propagationGenerator

real/fake

real/fake

!

ResNet

Loss

3DMM

head pose

expression
AdaIN ResBlocksidentity

texture
lighting



Microsoft Research

• Loss functions:
• Pixel-wise loss        ensures the synthesis frames are similar to the driving 

frames.
• Perceptual loss        guarantees consistency of high-level characteristics.
• Learned landmarks loss        encourages the estimated learned landmarks 

to spread out across the whole frame.
• Equivariance loss       constrains the consistency of E.
• Warping loss       ensures the predicted deformations are reasonable.
• GAN Loss                improves the realism of the synthesized frames.

Method
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• Datasets. We evaluate our model on VoxCeleb2, TalkingHead-1KH, 
CelebV-HQ, and VFHQ.
• Baselines. We compare our approach with the recently proposed 

representative methods, FOMM, MRAA, OSFV, TPSMM, LIA, 
Face2Faceρ and DaGAN.
• Metrics. We evaluate a synthesis model on 1) reconstruction 

faithfulness using L1 , MS-SSIM, PSNR, 2) output visual quality using 
FID, FVD, and 3) semantic consistency using average keypoint 
distance (AKD).

Experiments
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• Same-identity Video Reconstruction

Experiments
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• Same-identity Video Reconstruction

Experiments
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• Cross-identity Video Face Reenactment

Experiments
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• Cross-identity Video Face Reenactment

Experiments
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• Head Pose and Expression Editing

Experiments
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• Head Pose and Expression Editing - Frontalization

Experiments
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• Head Pose and Expression Editing - Expression

Experiments
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• Ablation Studies
• Evaluate the performance of using both self-supervised learned and 

predefined facial landmarks.
• Assess the performance of the proposed MMFA module.
• Evaluate the performance of the proposed video-based framework 

involving the CAP module.

Experiments
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• Ablation Studies

Experiments
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• Wild Identities - Face Reenactment

Experiments
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• Wild Identities - Free Editing

Experiments
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• We present a novel method, PECHead, which generates high-
fidelity face reenactment results and talking head videos.
• Leveraging both learned and predefined landmarks, we introduce a 

motion-aware multi-scale feature alignment module to model 
global and local movements simultaneously.
• Furthermore, to improve the smoothness and naturalness of video 

synthesis, we introduce a context adaptation and propagation 
module that adapts the context of previous frames.
• Our method outperforms existing approaches in face reenactment 

and controllable talking head generation.

Conclusion
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