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• In this work, we seek to learn generalizable features from a frequency perspective for domain 

generalization. 

• We propose Deep Frequency Filtering (DFF) for learning domain-generalizable features, which 

is the first endeavour to explicitly modulate the frequency components of different transfer 

difficulties across domains in the latent space during training.

• To achieve this, we perform Fast Fourier Transform (FFT) for the feature maps at different 

layers, then adopt a light-weight module to learn instance-adaptive attention masks from the 

frequency representations after FFT to enhance transferable components while suppressing the 

components not conducive to generalization. 

Summary



Background

• Domain Generalization (DG) seeks to break through the i.i.d. assumption. 

• Learning generalizable feature representations is of high practical value for both industry and 

academia.

• Frequency analysis has been widely used in conventional digital image processing for decades.

• Recently, frequency-based operations,e.g., Fourier transform, set forth to be incorporated into deep 

learning methods for different purposes.



Motivation

DNNs have preferences for some frequency components

in the learning process and indicated that this may affect 

the robustness of learned features.

The frequency components of different 

cross-domain transferability are

dynamically modulated in an end-to-end 

manner during training.



Overall framework
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Experiments

Task-1: the close-set classification task Task-2: the open-set retrieval task, i.e., person re-
identification (ReID).

Train

Test
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Ablation Studies

• Frequency-domain v.s. Original-domain filtering



Ablation Studies

• The importance of instance-adaptive attention



Experiments

• On close-set classification task



Experiments

• On open-set person re-id task



Experiments

• On open-set person re-id task



Experiments

• Complexity Analysis



Visualization

• Visualization of Learned Masks



Visualization

• Visualization of Learned Feature Maps



Conclusion

• Contribution 1: We conceptualize Deep Frequency Filtering (DFF), which is a new 

technique capable of enhancing the transferable frequency components and suppressing 

the ones not conducive to generalization in the latent space.

• Contribution 2: We conduct an empirical study for the comparison of different design 

choices on implementing DFF and find that the instance-level adaptability is required when 

learning frequency-space filtering for domain generalization.

• Broad Impact: We leave the exploration on more instantiations of our conceptualized DFF in 

future work and encourage more combinations and interplay between conventional signal 

processing and deep learning technologies.



Thanks for watching!
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