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Highlights:
Ø Encoder in DETR-like models that use multi-scale features account 

for 75% of the total computational cost because of excessive 
tokens in high-resolution feature maps.

Ø We propose to update high-resolution and low-resolution maps in an 
interleaved way to save cost. 

Ø We also propose a key-aware deformable attention to predict 
more reliable weights.

Ø Efficient encoder design to reduce computational cost
uSimple. Dozens of lines code change (if not consider pluggable 

key-aware attention).
uEffective. Reduce encoder cost by 50% while preserve most of 

the original performance.
uGeneral. Validated on a series of DETR models (Deformable 

DETR, H-DETR, DINO).

The reason of high computational cost: encoder

The reason of high encoder cost: high-resolution maps

Model design:
Ø Interleaved update: 

u Excessive high-resolution features, and most of which are not 
informative but contain local details for small objects

u Update high-resolution features at lower frequency

Ø Key-aware deformable attention
Ø Deformable attention: regress attention weights directly from 

query
Ø We calculate attention weights with sampled query and key.

Results:
Ø Apply to Deformable DETR

Ø Apply to DINO and H-DETR

Ø Key-aware deformable attention visualization


