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Animal pose estimation: Challenge

• Objective : estimate the semantic keypoints of animals

• Challenge: lack of animal pose data

✗ Synthesize images is tedious

✗ large domain gap



Animal pose estimation: goal

• Goal: achieve accurate animal pose estimation with minimal effort for annotating 

✗ large domain gap

A pseudo label based approach for semi-supervised animal pose estimation



Our method : ScarceNet

• Supervised pretrain: train a pose estimation network with

• Pseudo labeling: generate pseudo labels for the unlabeled data

• Problem: the generated pseudo label is noisy, leading to degraded performance
when applied directly.



Our method : ScarceNet

Mitigate the negative effect of noisy pseudo label



Our method : ScarceNet

Mitigate the effect of noisy pseudo label: reliable pseudo label selection
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Small loss based pseudo label selection

Samples with high loss are discarded!



Our method : ScarceNet

Mitigate the effect of noisy pseudo label: Reusable sample relabeling
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Agreement check based reusable sample relabeling



Our method : ScarceNet

Mitigate the effect of noisy pseudo label: student teacher consistency
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Our method : ScarceNet

Mitigate the effect of noisy pseudo label: multi-branch HRNet (MBHRNet)

Learn joint-specific feature to 
avoid the negative effect of 
noisy joints to others.



Experiments: quantitative results

• Comparison with existing semi-supervised approach

• Comparison with domain-adaption based approach



Experiments: Ablation study

• Ablation study on the AP-10K dataset when 5, 10, 15, 20 and 25 images per 
animal species are labeled.



Experiments: qualitative results



Thank you !


