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Introduction

Mainstream: Develop operators for point clouds

└── Encoders
└── Point-based

├── PointNet
└── Grid-based

├── Voxel
├── Pillar
├── RangeView

Unexplored: Network designs 

└── Networks
└── PointPillars
└── VoxelNet
└── SECOND
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The simplest pillar based models outperform on BEV and are 
on-par with the fine-grained voxel and MVF based networks.

Even with similar FLOPs, the pillar based models run 
much faster than the voxel and MVF based networks.

Local Point Aggregators Matter?
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Pillar based models need more epochs to converge on the height axis.

Training Matters
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Multi-scale feature fusion may not be essential on BEV space. We enlarge receptive fields 
and the performance can be boosted.

Receptive Fields Matter

Figure from Understanding the Effective Receptive Field in Deep Convolutional Neural Networks



6

To attain a tradeoff between latency and accuracy, we put up with a 
upsampling  layer to address information loss during downsampling.

Resolutions Matter
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● Fine-grained local operators are not necessary. Pillar is more 
efficient and effective under similar cost.

● Enlarging receptive field is the key.
● A simple upsampling layer is sufficient for fine-grained modeling.
● Training matters.

Takeaways
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PillarNeXt Architecture
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Summary
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Results on Waymo Validation Set (3D)
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Results on Waymo Validation Set (BEV)
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Results on Waymo Test Set (3D)
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Results on nuScenes



Thanks!


