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Salient Object Detection (SOD)

Introduction

ImageGT

Eye-
catch

ing!

• Aiming for precise localization and segmentation of the most eye 
catching regions that conform to Human Visual System (HVS)

• Criteria: accurate boundary, high resolution, and computational efficiency
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Figure 1. Salient object detection examples. 



Challenging Issues

Figure 2.   Challenging examples in SOD. 

Accurate boundaries for
• partially obstructed objects
• multiple connected objects

• camouflage objects
• small objects

• geometrically complex 
objects

….
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To effectively integrate human visual system (HVS) mechanisms [1-4] to improve
detection accuracy.

Motivations
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Figure 3. Some HVS mechanisms used in SOD models. 

https://www.britannica.com/science/Gestalt-psychology


Methodology

Two-stream Network Structure with Boundary Enhancement

Figure 4. Illustration of the overall architecture and the pipeline of the MENet.

4

• Supervised boundary feature (high frequencies) learning by the frequency 
decomposed GT maps. 
• Adaptative Inner body feature (low-frequencies) learning.



Multiscale Feature Enhancement
• ASPP diversifies visual fields
• ME-Attention module emphasizes location
• ME-module can output high- and low-level features merely by changing the 

input order of multiscale feature maps in terms of spatial size

Figure 5. Illustration of the ME-Module.

Methodology
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Iterative Enhancement

Figure 6. Visualized examples of the saliency map (S(k)).

• Global- and detail features complement each other and promote each other.
• Odd number iterations (k=1,3 ) extract global features
• Even number iterations (k=2,4) refine detail features

Methodology
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New hybrid Loss

• Pixel-level loss

• Region-level loss

• Object-level loss

S and G are evenly divided into four equal sub-regions.

• Inspired by SSIM[5] and S-measure[6]
• GT maps usually have sharp foreground-background contrast and a uniform distribution
• the luminance component of SSIM 
• the coefficient of variation (i.e., the ratio of mean to deviation)
• only consider foregrounds So and Go

[6] Structure measure: A new way to evaluate foreground maps. IJCV, 129(9):2622–2638, 2021.
[5] Image quality assessment: from error visibility to structural similarity. IEEE TIP, 13(4):600–612, 2004.

Methodology
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Number of iterative enhancements
• Four-round enhancement setting achieves the best results on all databases.

Ablation Study

Table 1. Comparison of iterative enhancement times.

Experiments
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Figure 7. MAE reduction of iterative times from 2 to 4.



Table 2. Ablation test for the MENet loss setting. 

Loss combinations

Experiments
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Figure 9. MAE reduction by adding object-level loss.

Figure 8. MAE reduction by adding region-level loss.



Table 3. Quantitative comparisons

Quantitative Comparisons

Experiments

Project page：https://github.com/yiwangtz/MENet
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Table 4. Quantitative comparisons

Experiments

• MENet achieves new state-of-the-art results in models using ResNet-50,-101 or 
VGG-16 as the backbone.

• Inference for a testing image scaled to [352,352] takes just 0.022s (45 fps)
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Figure 10. PR-curves (Row 1) and Fm-curves (Row 2) for SOD methods.

Experiments
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Experiments

Figure 11. Qualitative comparisons with recent state-of-the-art methods.

The boundaries of the 
targets are more precise 
and complete.

Qualitative 
Comparisons
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Conclusion
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• Fully leverage the human 
visual system (HVS) and 
cognition mechanisms

• A new hybrid loss that 
measures pixel-, region- and 
object-level similarities

• A multi-enhancement network 
with multiscale feature 
aggregation

• State-of-the-art results in 
models using ResNet-50,-101 
or VGG-16 as the backbone.

Figure 12. HVS mechanisms used in the proposed MENet.



Preparing for the future

Thank you!


