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Out-of-Distribution (OOD) detection:

Goal : Identify the input is In-Distribution (ID) or Out-of-Distribution (OOD)

Recent Out-of-Distribution (OOD) detection methods deals with:

In - distribution (ID)

Out - of - distribution (OOD)

<Overlap between ID and OOD>

“ How to reduce noisy outputs ”
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LINe reduce noisy outputs by using two simple techniques

LINe selectively uses class-wise important neurons.

LINe is a simple yet effective method for OOD detection.
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LINe achieves SoTA performance on various OOD detection tasks
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Introduction
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Motivation
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LINe selectively use important neurons only to reduce noisy outputs.

Current Challenges:

• How to reduce noisy output?

Our key Insights:

Neurons with high Shapley value represents essential concept of input.

Class-wise average of Shapley value allow us to calculate contribution for each class.
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Method
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Step 0: Prepare Class-wise Contribution of each neuron and weight

Calculate class-wise contribution(i.e., Shapley value) from training data

We use Taylor approximation of Shapley value introduced in Khakzar et al. [1]

• Contribution matrix C, C𝑤 construction using Shapley value

[1] Khakzar, Ashkan, et al. "Neural response interpretation through the lens of critical pathways." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2021.
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Step 1: Activation Clipping (AC)

Rectify sample penultimate layer activation below certain threshold (δ) 

Number of important neuron activation can be considered by AC
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• Apply Activation Clipping in last layer activation
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Step 2: Activation Pruning (AP)

Apply binary activation mask of predicted class to clipped feature.

Reduce signals from less import neurons.

• Apply Activation Pruning to clipped feature
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Step 3: Weight Pruning (WP)

Apply binary weight mask of predicted class to last layer weight.

Reduce signals from less import weights.

• Apply Weight Pruning to last layer weight
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Step 4: Calculate OOD score

Multiply masked activation and weight, use Energy[2] to calculate OOD score
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Experiments



Augmented Intelligence Lab15

Experiments
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1. Experiment on ImageNet-1k benchmarks

LINe outperform all the other baselines.



Augmented Intelligence Lab16

Experiments
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2. Experiment on CIFAR benchmarks

LINe outperform all the other baselines.
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Experiments
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3. Ablation study

• Effect of different thresholds (δ) of AC• Effectiveness of each part (AP, WP, AC)
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Experiments
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4. Discussion

• How to select pruning percentile? (𝑝𝑎, 𝑝𝑤)

Different percentile due to different degree of overparameterization of models.
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