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Introduction 
q An impractical assumption in 

existing works:
novel data is class-balanced.

q The dilemma: class distribution 
prior is necessary for accurate 
pseudo-label generation yet is 
unknown in our setting.

We propose
Distribution-

agnostic NCD, 
allowing novel data 
drawn from arbitrary 

unknown class 
distributions
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Approach: overview

Bootstrap Your Own Prior: Towards Distribution-Agnostic Novel Class Discovery

q We propose Bootstrap Your Own Prior (BYOP) for distribution-agnostic 
NCD, i.e., to iteratively estimate the class distribution prior using the model 
prediction itself.
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Experiments: visualizations
qLeft: t-SNE visualizations; right: estimated prior vs. true prior

CIFAR10 w/ imbalance ratio 10 CIFAR100-50 w/ imbalance ratio 100
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Novel Class Discovery (NCD)

A naive solution that could be found with unsupervised clustering [1]

[1] Novel Class Discovery: an Introduction and Key Concepts, 2023 

qNCD: Clustering unlabeled data according to semantic classes using 
the knowledge learned from labeled data 



6

Introduction

Bootstrap Your Own Prior: Towards Distribution-Agnostic Novel Class Discovery

qExisting works often hold a common assumption: unlabeled data has 
a uniform class distribution. But why?
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Introduction
qExisting works often hold a common assumption: unlabeled data has 

a uniform class distribution. But why?

ü When ambiguity presents, one can rely on the uniform clustering prior 
according to the uniform class distribution assumption 
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Ø A chicken-egg problem: prior is necessary, but is unknown 
(Distribution-agnostic NCD)

Introduction
qHowever, unlabeled data can hardly be balanced in the real world.
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Approach: overview
q We propose Bootstrap Your Own Prior (BYOP) for distribution-agnostic 

NCD, i.e., to iteratively estimate the class distribution prior using the model 
prediction itself.
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Approach: (1) clustering with class prior
qClustering the unlabeled data using the current class prior

Classifier 𝐖 …

…Features 𝐗

Pseudo-labels 𝐘

𝐘 is optimized by

Solved by the Sinkhorn-Knopp algorithm

An optimal transport (OT) problem

Current class prior (updated in step (3))

Clustering: assigning image features 
𝐗 to classfier weights𝐖

↓ 𝐶!: # of novel classes; 𝐵: # of novel samples in a batch
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Approach: (2) class distribution prediction
qTraining a classifier using (pseudo-)labels for base/novel data
Ambiguity in the pseudo-labels à ambiguous prediction for novel samples à 
inaccurate prior estimation à …

softmax
dynamic 

temperature: 

CE loss:

When PL is less-
ambiguous: 
encourage 
confidence

When PL is 
ambiguous: 
preventing 
learning
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Approach: (3) class prior estimation

First-in-first-out queue:

(iteration = 0)

(afterwards)

qEstimating the class prior based on the model prediction
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Approach: overview
qBootstrap Your Own Prior (BYOP) for distribution-agnostic NCD
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Experiments: datasets
qEach dataset is split into base subset and novel subset; each subset 

is again split into training data and testing data

qFor distribution-agnostic NCD, training data is imbalanced (controlled 
by imbalance ratio); testing data is balanced
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Experiments: evaluation metrics
qFor distribution-agnostic NCD, training data is imbalanced (controlled 

by imbalance ratio); testing data is balanced

qMetric 1: traditional protocol

qMetric 2: task-aware protocol

qMetric 3: task-agnostic protocol (Generalized NCD)

qClustering acc:

Ø Clustering acc on training data of novel subset

Ø Classification acc on testing data of base subset
Ø Clustering acc on testing data of novel subset

Ø Classification/clustering acc on {testing data of base subset, 
testing data of novel subset}

(Using Hungarian algorithm)
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Experiments: comparison with SOTAs
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Experiments: comparison with SOTAs
q+ Logit Adjustment* (post-hoc adjustment using estimated prior) 

CIFAR100-50 with imbalance ratio 100 (task-aware) 

*Long-Tail Learning via Logit Adjustment, ICLR’21
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Experiments: ablation study
qEstimated prior 𝒑, dynamic temperature 𝜏

CIFAR100-50 with imbalance ratio 100 (traditional, task-aware) 
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Experiments: visualization
q t-SNE visualizations of the 5 novel classes (training data of CIFAR10)

imbalance ratio: 10
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Experiments: visualization
qEstimated prior vs. true prior

CIFAR100-50 with imbalance ratio 100

qThank you for listening!
qCode: https://github.com/muliyangm/BYOP
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