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● We are using hyperbolic loss to learn this structure from real-world images!
● Representation learned by our model.

Motivation

● Object images of the same class tend to gather near the center around similar directions, while the scene 
images are far away in these directions with larger norms.

• Linear evaluation results.
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● Real world images have much more diversity and structure in them as compared to ImageNet images.

Motivation

● Objects from visually similar classes lie close to each other in the representation space.

* Wu, Zhirong, et al. "Unsupervised feature learning via non-parametric instance discrimination." CVPR 2018.



● Hyperbolic distance:

Background

* Nickel, Maximillian, and Douwe Kiela. "Poincaré embeddings for learning hierarchical representations." NeurIPS. 2017



Proposed approach

• Two object regions are cropped to learn object representations with the euclidean loss.
• Scene region with a contained object region is used to learn scene representations using 

hyperbolic space.



Proposed approach

● Here z1
hyp 

and z2
hyp 

are the projected features on the Poincare ball.
● d

D
 is the riemannian distance on the Poincare ball.



Results using HCL.

• Linear evaluation results. • Object Detection and Semantic 
Segmentation results on COCO.



Analysis

• The 5 images on the left have the smallest representation norms among all the images from the 
same class, and the 5 on the right have the largest norms.



Label Uncertainty quantification

• Average representation norms of images with different number of labels in 

ImageNet-ReaL


