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Quick intro: 360◦ image rescaling

• Motivation and Contributions

Spherical characteristics:
• Higher latitude à Severer deformation
• Lower latitude à More textures

Model designing:
① Deformable downscaling
② Latitude-aware HF projection
③ Reverse upscaling

Guide

Contributions:
① We find how the low-level characteristics of 360◦ images change along with its latitude, benefiting the 

designs of our method.
② We propose a novel INN framework for 360◦ image rescaling, with the developed invertible deformable 

blocks to handle various spherical deformations.
③ We develop a latitude-aware conditional mechanism in our framework, to better preserve the high-

frequency component of 360◦ images in a latitude-aware manner.



Background

• Image rescaling: HR à LRà HR

Input:HR

Output1:LR

Output2:HR

Input:LR

Output2:HR

• 360◦ Images: an omnidirectional view

Sphere Equiangular projection (ERP)

Non-uniform mapping



Analysis

• Finding 1: In 360◦ images, low-latitude regions tend to contain more textures, leading to larger HF 
components.

• Finding 2: In 360◦ images, the larger HF components at low-latitude regions result in worse rescaling 
performance for the existing 2D rescaling methods.



Method

• Pipeline of DINN360

(1) Deformable downscaling !𝐱 → [𝐲; 𝐡]: downscales the HR image !𝐱 into LR image 𝐲 and HF component 𝐡 by
invertible deformable (ID) blocks.

(2) Latitude-aware HF projection 𝐲; 𝐡 → 𝐳: projects the split HF component 𝐡 into latent variable 𝐳, which is
conditional on LR image 𝐲.

(3) Reverse upscaling 𝐲; *𝐳 → 𝐱: recovers the HF component +𝐡 and upscales the LR image into reconstructed HR
image 𝐱 by reversely passing stage (1) and stage (2).



Method

• Deformable Swin Transformer (DST) Module

(a) Affine functions in ID block: The functions are built in a deformable manner, upon the residual structure with
deformable convolution (DConv) layers and the developed deformable swin transformer (DST) modules.

(b) Deformable swin transformer module: The referenced sampling points are scaled and shifted into deformed
points by the scale head and offset head, which is used to produce the deformable token q.



Method

• Backflow training protocol

For better training INN:

(1) Inspired by the proportional feedback in PID control;

(2) Regarding the forward and reverse model together as an

invertible system;

(3) Minimize the gap between the generated and sampled

latent variable.



Experiments

• Quantitative results

+0.19~0.67dB

+0.24~0.57dB

+0.35~0.74dB



Experiments

• Qualitative results
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• Qualitative results 



Experiments

• Ablation results 

Hyper-parameter values:

(1) Number of ID/IP blocks;

(2) Feedback ratio of backflow training protocol

Ablation studies:

(1) ID/IP block: deformable and latitude-aware

(2) Backflow: feedback protocol
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